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Gaussian mixture models (GMM) are widely used in statistical pattern recognition for a variety of tasks ranging from image classification to automatic speech recognition. Because of the large number of parameters devoted to representing Gaussian covariances in these models, their scalability to problems involving a large number of dimensions and a large number of Gaussian components is limited. In particular, this shortcoming of Gaussian mixture models affects the accuracy of real-time speech recognition systems by limiting the complexity of the mixtures used for acoustic modeling.

This thesis addresses the scalability problems of Gaussian mixtures through a class of models, collectively called “mixtures of inverse covariances” or MIC, which approximate the inverse covariances in a Gaussian mixture while significantly reducing both the number of parameters to be estimated, and the computations required to evaluate the Gaussian likelihoods. The MIC model scales well to problems involving large number of Gaussians and large dimensionalities, opening up new possibilities in the design of efficient and accurate statistical models. In particular, when applying these models to acoustic modeling for real-world automatic speech recognition tasks, they significantly improve both the speed and accuracy of a state-of-the-art speech recognition system.
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Chapter 1

Introduction

The field of statistical pattern recognition has undergone a profound change in the last few years as more and more people recognized that the combined advances in storage capabilities, network speed and computational power made large datasets and complex pattern recognition tasks within reach of a much broader community of researchers. Extremely large datasets of complex processes are now commonplace in a variety of areas.

As an illustration, in the biomedical field, PhysioNet [67] is a large and growing archive of well-characterized digital recordings of physiologic signals and related data for use by the biomedical research community. The field of bioinformatics has developed mostly around the exploitation of such large datasets. The National Center for Biotechnology Information (NCBI) [64] is one such source of public databases on computational biology, genome data, and biomedical information. In the same vein, the field of genomics has grown around the collection of DNA sequences such as those available through GenBank [39], on which large scale statistical analyses can be performed.

The area of automatic speech recognition (ASR) is one of the fields which underwent the transition from using small corpora of very constrained data (e.g. speech recorded by a single speaker, using a given microphone, in quiet conditions), to large all-encompassing tasks. Speech databases which are widely used nowadays cover large variations in speakers, acoustic conditions, recording equipment and languages
spoken. The Linguistic Data Consortium [58] is one of the primary sources for ASR datasets, and more and more languages now have speech corpora made publicly available by a variety of sources for training ASR systems. What came out of this transformation is the availability of large scale, "user-friendly" ASR systems which are now beginning to spread on the market. These systems are meant to be usable in any situation, without training from the user, in challenging acoustic environments such as a cellular phone line or a hands-free system used in cars.

It has also been recognized that such large tasks were challenging the tools available to statisticians as a simple result of their scale. Statistical methods developed to be robust on very sparse, high-dimensional data lose their edge on complex datasets containing large amounts of training data. On such datasets, limiting factors have more often to do with the scalability of the model, which encompasses computational efficiency during training and evaluation, compactness of the representation, and precision of the modeling.

A direct consequence of this exponential growth in the difficulty of the tasks addressed by ASR systems is that it has become a very good benchmark for the large-scale, challenging tasks that are now becoming increasingly available for researchers to study. Answers to modeling issues faced in ASR are widely applicable to tasks that broadly exhibit the same features, including:

- High dimensional input features,
- A large set of confusables, ill-defined classes,
- A broad range of varying background conditions which affect both the distribution of input features (i.e. the acoustic context) as well as the nature of the classes (the linguistic context)

In this environment, Gaussian mixture models have been very successful, allowing ASR software to exist as a viable technology product for more than a decade. Still, there is strong evidence that more can be done at the modeling level to improve the accuracy of ASR systems. There are mainly two ways the modeling can progress, and both seem to be equally promising:
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1. increasing the amount of relevant information extracted from the acoustics,

2. increasing the precision of the modeling of the acoustic features.

Both avenues call for increasing the scale of the statistical model used, either by an increase of the input dimensionality, or of the number of significant parameters used in the model. In both cases, the otherwise very successful GMM model, in its present formulation, is beginning to show its limits.

This thesis addresses these shortcomings while attempting to preserve the good properties that made GMM popular in the first place. The following sections (1.3 and 1.4) introduce GMM in detail, discuss the various issues related to the model, and describe various existing solutions addressing them. Chapter 2 introduces the mixture of inverse covariances (MIC) model, which is a general covariance modeling framework which lays the foundations for the rest of this thesis. Chapter 3 introduces a variable length extension to the MIC model. Chapter 4 combines the ideas of subspace factorization and the MIC model into a modeling framework which takes explicit advantage of the specific structure of covariance matrices when such structure exists. Chapter 5 is devoted to ASR in general, and how GMM modeling fits into the broader problem of automatic speech recognition. Several GMM modeling techniques developed in the context of ASR are also discussed. Chapter 6 shows how the different models introduced apply to acoustic modeling and improve the performance of ASR systems. Chapter 7 concludes this study and proposes several potential avenues for future research.

1.1 Statistical Pattern Recognition

Statistical pattern recognition [28] is a general framework for performing classification of data using a probabilistic model. The assumption is that the data which needs to be classified can be summarized using a feature vector $x$ which represents the information relevant to the classification. Determining which features of the data to use for a given classification task is in itself a difficult problem, which requires using prior knowledge or automated methods [78] to determine the relevance of individual
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feature components.

Given this input feature vector \( \mathbf{x} \) summarizing the data, the classification task can be formulated as: “find the class \( \tilde{c} \), in the set of all classes \( C \), which is most likely to match \( \mathbf{x} \)”. In mathematical terms, this can be written formally as the maximum a posteriori (MAP) principle

\[
\tilde{c} = \arg\max_{c \in C} p(c | \mathbf{x}),
\]

where \( p(c | \mathbf{x}) \) represent the conditional probability of the class \( c \) to match the input \( \mathbf{x} \). Bayesian decision theory [28, Chapter 2] generalizes this principle to incorporate the notion of a risk incurred when misclassifying a data point. Here we will only consider a uniform risk for simplicity. Using Bayes rule, the maximization can be rewritten as:

\[
\tilde{c} = \arg\max_{c \in C} \frac{p(\mathbf{x} | c)}{p(c)}. \ 
\]

In this formulation, the classification problem become one of estimating two types of probability distributions:

- the prior \( p(c) \) does not depend on the input data point considered, which is why in general coming up with a reasonable prior for a set of classes is not difficult. The simple supervised approach consists of labeling some training data with their known class labels, and simply accumulating the frequency histogram of these labeled training samples. Typically one would also smooth the prior distribution to account for events which are unseen or rarely seen in the training data but might occur in the test data.

- the likelihood \( p(\mathbf{x} | c) \) is also a generally unknown probability density. It involves the input data point \( \mathbf{x} \), which means that since in general the data the system is tested on differs from the training data available, the specific test point \( \mathbf{x} \) is almost never observed during the design of the classifier, and thus \( p(\mathbf{x} | c) \) needs to be estimated by generalizing from the training data.
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The main difficulty of statistical pattern recognition is to design an efficient model of this likelihood. The efficiency of the model can be measured using several criteria:

- **accuracy**: the most obvious metric by which to evaluate a classification algorithm, which measures what proportion of the classification decisions are correct,

- **interpretability**: the ability for the model to expose features of the classification task that can be examined and analyzed by the designer of the classifier, which often lead to infer meaningful relationships between the input data and the classes,

- **generality**: the ability to adapt itself to unseen situations by extrapolating them from observed data,

- **robustness**: the resistance of the model to noise and interferences in the input data,

- **computational efficiency**: the speed at which the likelihood can be evaluated, and thus the classification task performed,

- **compactness**: the size of the model considered, which impacts not only the amount of memory required to run a classification task, but also often predicates both the robustness and the computational efficiency of the model.

*Parametric* statistical models typically define a generic template \( p_\theta \) specifying the functional form of the likelihood model, while leaving a number of model parameters \( \theta \in \Theta \) free. These parameters then need to be estimated using some data to determine the complete likelihood model. The simplest method used for training these parameters is maximum likelihood estimation (MLE): using training data \( x_t, t \in T \) corresponding to class \( c \), the MLE estimate of the parameters is the one which maximizes the joint probability of the training data to be represented by this model

\[
\hat{\theta} = \arg\max_{\theta \in \Theta} p_\theta(x_1, \ldots, x_T).
\]
Under the assumption that the observations were drawn independently, this can be written as

\[
\tilde{\theta} = \arg\max_{\theta \in \Theta} \prod_{t \in T} p_\theta(x_t)
= \arg\max_{\theta \in \Theta} \sum_{t \in T} \log p_\theta(x_t).
\]

Under this formulation, the training of a model using maximum likelihood can be translated into the maximization of a function of the parameters \( \theta \). For complex likelihood densities, this maximization can be a very complex optimization problem.

The following sections will introduce several popular parametric models for representing the likelihood in a statistical pattern recognition task. Section 1.2 describes the Gaussian model, which has been used in popular classification methods such as linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA) [45, Chapter 4]. Section 1.3 describes the Gaussian mixture model (GMM), which is a model commonly used to approximate arbitrary smooth densities.

### 1.2 The Gaussian Distribution

For a \( D \)-dimensional input vector \( o \), the Gaussian distribution with mean \( \mu \) and positive definite\(^1\) covariance \( \Sigma \) can be expressed as

\[
\mathcal{N}(o, \mu, \Sigma) = \sqrt{\frac{|\Sigma^{-1}|}{(2\pi)^D}} e^{-\frac{1}{2}(o-\mu)^\top \Sigma^{-1}(o-\mu)}.
\]

The distribution is completely described by the \( D \) parameters representing \( \mu \) and the \( \frac{D(D+1)}{2} \) parameters representing the symmetric covariance matrix \( \Sigma \). Because of the positive definiteness constraint on \( \Sigma \), the covariance parameters are not completely independent, meaning that any collection of real numbers of size \( \frac{D(D+1)}{2} \) does not necessarily represent an admissible covariance matrix.

---

\(^1\)In the following, we will often denote by \( \Sigma \succ 0 \) the statement “\( \Sigma \) is positive definite”
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1.2.1 Gaussian Estimation

Maximum likelihood estimation

The log-likelihood of a Gaussian density given a collection of data points $o_t, t \in [1, T]$, drawn with respective frequencies $\gamma_t \in [0, 1]$ can be written:

$$L_i(\mu_i, \Sigma_i) = \sum_{t=1}^{T} \gamma_{i,t} \log N(o_t, \mu_i, \Sigma_i).$$ (1.1)

The parameters maximizing $L_i$ have a simple closed form solution [10]:

$$\mu = \frac{1}{\sum_u \gamma_u} \sum_t \gamma_t o_t,$$

$$\Sigma = \frac{1}{\sum_u \gamma_u} \sum_t \gamma_t (o_t - \mu)(o_t - \mu)^\top.$$

In general, the training data is assumed to have been drawn from independent observations, which is why one usually assumes $\gamma_t \equiv 1$ for all training samples. However,
as we will see in 1.3, when training Gaussians within GMM, it is not the case. When
implementing the maximum likelihood estimation of a Gaussians, it is usually more
efficient to accumulate a set of independent sufficient statistics over the data:

\[
\begin{align*}
c &= \sum_t \gamma_t, \\
f &= \sum_t \gamma_t o_t, \\
S &= \sum_t \gamma_t o_t o_t^\top, \\
\end{align*}
\]

and in a second step use these sufficient statistics to compute the parameters of the
distribution:

\[
\begin{align*}
\mu &= \frac{1}{c} f, \\
\Sigma &= \frac{1}{c} S - \mu \mu^\top.
\end{align*}
\]

### 1.2.2 Gaussian Evaluation

The log-likelihood of a Gaussian can be written as a simple quadratic form

\[
\mathcal{L}(o) = \alpha - \frac{1}{2}(o - \mu)^\top \Sigma^{-1}(o - \mu),
\]

with

\[
\alpha = \frac{1}{2}(\log |\Sigma^{-1}| - D \log 2\pi).
\]

In practice, one would store only \(\alpha\) and the twice the inverse covariance matrix in
its Cholesky form \(L\) [40, Section 3.2.2]. With \(L\) such that

\[
2\Sigma^{-1} = LL^\top,
\]
the computation reduces to

\[ \delta = o - \mu, \]
\[ \xi = L^\top \delta, \]
\[ \mathcal{L} = \alpha - \xi^\top \xi. \]

(1.5)

The computational cost, measured in number of multiplies, is \( \frac{D(D+1)}{2} \), and the storage requirement in memory is: \( \frac{D(D+1)}{2} + D + 1 \). This means that the global complexity of the Gaussian model is in \( \mathcal{O}(D^2) \). This non-linear growth of the complexity of the Gaussian model makes it vastly more costly in high dimensions than in low dimensions. For systems using a large number of Gaussians, this cost can become a limiting factor with respect to the scalability of the pattern recognition system. In particular, systems using Gaussian mixture models, which are introduced in the next section, are susceptible to these limitations by involving a large number of Gaussians to represent the density of each class.

### 1.3 Gaussian Mixture Models

A GMM for a \( D \)-dimensional input vector \( o \), composed of \( M \) Gaussians with priors \( w_i \), means \( \mu_i \) and covariances \( \Sigma_i \) can be expressed as

\[ g(o) = \sum_{i=1}^{M} w_i \mathcal{N}(o, \mu_i, \Sigma_i), \]

where the \( w_i \in [0, 1] \) satisfy

\[ \sum_{i=1}^{M} w_i = 1. \]

(1.6)

One common way to look at a GMM is to consider \( M \) independent Gaussian sources with each a probability \( w_i \) of generating an input. The model is thus *doubly stochastic*: at each time index, a source is selected with some probability \( w_i \), and
that source then generates a Gaussian signal. There is by structure no assumption in this model of any relationship between the distinct Gaussian sources: given the probability distribution $w_i, i \in [1, M]$ of the input samples across components, the parameters of Gaussian $i$ will be assumed independent from the parameters of any other Gaussian $j$ in the mixture. In actuality, GMM are however more often used to model a single source with a complicated density than separate sources. In this case, the assumption that the distinct mixture components are unrelated does not necessarily hold. In particular, global statistical features of the signal such as its global correlation structure will be reflected at the component level. The models introduced in Chapters 2, 3 and 4 will remove this assumption by explicitly modeling the relationship between distinct components of a GMM.

GMM have been used in a variety of pattern recognition contexts. In ASR, they have been made popular by their very simple integration into the hidden Markov model (HMM) framework [50]. In image compression [1] and classification [85], GMM are beginning to show a lot of promise. Recent theoretical considerations [43] showed
that GMM also play an interesting role in the design of robust quantization techniques.

1.3.1 GMM Estimation

There are several approaches to the design of GMM [10, 42]. We will briefly describe here the most popular one based on the expectation maximization (EM) algorithm [21].

The EM algorithm is an iterative method to perform maximum likelihood estimation of a model based on incomplete data. In the case of a mixture model, we will assume that the data as a being generated by a set of $M$ distinct sources, but that we only observe the input observation $o_t$ without knowing from which source it comes. What would be qualified as a complete observation would be the joint observation of $o_t$ and an indicator variable $\gamma_{t,i}$, $i \in [1, M]$ which would be 1 for the source the output was generated from, and zero for the others. Where the complete data known, the estimation problem would amount to estimating each Gaussian component using ML. The EM algorithm uses an expected value of the likelihood of the complete data derived from the incomplete information to estimate the GMM parameters.

In its general formulation, the EM algorithm maximizes the likelihood of incomplete data by choosing initial parameters, and then alternating between two steps:

1. the $E$ (Expectation) step: find the expected value of the log-likelihood of the complete data, given the observed data and the current parameter estimates,

2. the $M$ (Maximization) step: maximizes this expected value with respect to the parameters to estimate.

Each iteration of the algorithm is guaranteed to increase the likelihood of the incomplete data.

The “E” step is straightforward for GMM: given all the parameters, the probability of a given input sample $o_t$ to have been drawn from component $i$ is

$$\gamma_{i,t} = \frac{w_i \mathcal{N}(o_t, \mu_i, \Sigma_i)}{\sum_{j=1}^{M} w_j \mathcal{N}(o_t, \mu_j, \Sigma_j)}.$$  \hfill (1.7)
The expected log-likelihood of the complete data can be derived to be

$$Q(w_1, \ldots, w_M, \mu_1, \ldots, \mu_M, \Sigma_1, \ldots, \Sigma_M) = \sum_{i=1}^{M} \log w_i \sum_{t=1}^{T} \gamma_{i,t} + \sum_{i=1}^{M} \sum_{t=1}^{T} \gamma_{i,t} \log \mathcal{N}(o_t, \mu_i, \Sigma_i).$$

The maximization of $Q$, often called the *auxiliary function* of the EM algorithm, is now much simplified. Using a Lagrange multiplier to enforce the constraint in Equation 1.6, the weights can be shown to be [10]

$$w_i = \frac{1}{T} \sum_{t=1}^{T} \gamma_{i,t}$$

which matches what we would expect intuitively: the probability of an input to have been generated by source $i$ is the sample average of all the probabilities for each data point.

The reestimated values for the means and covariances can be derived by setting the corresponding partial derivative of $Q$ to zero, or by simply remarking that since the parameters for each component are independent of each other, maximizing $Q$ with respect to parameters of component $i$ amounts to maximizing

$$Q(\mu_i, \Sigma_i | \ldots) = \sum_{t=1}^{T} \gamma_{i,t} \log \mathcal{N}(o_t, \mu_i, \Sigma_i) = \mathcal{L}_i(\mu_i, \Sigma_i).$$

This is the log-likelihood of a Gaussian with parameters $\mu_i$ and $\Sigma_i$, for the training data $o_t, t \in [1, T]$ drawn with prior probability $\gamma_{i,t}$ (Equation 1.1). Thus, the maximization corresponds to solving the maximum likelihood estimation of a Gaussian as described in Section 1.2.

In summary, the simple EM training algorithm proceeds as described in Table 1.1. Several variants of the algorithm exist. A notable simplification consists of assuming that each training data sample is generated by the most likely component only, as opposed to being generated with each component with some probability $\gamma_{i,t}$. In effect, this amounts to replacing the loop around steps 3, 4, and 5 by:
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- 3': find $i = \arg\max_j \gamma_{j,t}$,
- 4': update the sufficient statistics of Gaussian $i$.

This simplification makes the EM algorithm look more like the Lloyd algorithm used in vector quantization (VQ) [41]. One of the main advantages is that it tends to converge faster if the initial Gaussians in the mixture are initially very close to each other: by performing a hard assignment of the data to one Gaussian or the other, the data is partitioned more quickly into clusters modeled by individual Gaussians. A drawback of this method is that a Gaussian is assigned a subset of the whole training data, as opposed to the entire set weighted by the priors. This can cause the Gaussian covariances to become ill-conditioned or even singular much more easily [84].

<table>
<thead>
<tr>
<th>1</th>
<th>generate initial parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>for EM iteration = 1 to N</td>
</tr>
<tr>
<td></td>
<td>for data = 1 to T</td>
</tr>
<tr>
<td></td>
<td>for Gaussian = 1 to M</td>
</tr>
<tr>
<td>3</td>
<td>compute prior $\gamma_{i,t}$ (Equation 1.7)</td>
</tr>
<tr>
<td></td>
<td>accumulate sufficient statistics:</td>
</tr>
<tr>
<td>4</td>
<td>$c_i \leftarrow c_i + \gamma_{i,t}$</td>
</tr>
<tr>
<td>5</td>
<td>$f_i \leftarrow f_i + \gamma_{i,t} o_t$</td>
</tr>
<tr>
<td>6</td>
<td>$S_i \leftarrow S_i + \gamma_{i,t} o_t o_t^\top$</td>
</tr>
<tr>
<td></td>
<td>end for</td>
</tr>
<tr>
<td></td>
<td>end for</td>
</tr>
<tr>
<td></td>
<td>for Gaussian = 1 to M</td>
</tr>
<tr>
<td>7</td>
<td>reestimate parameters (Equations 1.2 and 1.3)</td>
</tr>
<tr>
<td></td>
<td>end for</td>
</tr>
<tr>
<td></td>
<td>end for</td>
</tr>
</tbody>
</table>

Table 1.1: Overview of the EM algorithm

Several variations on the EM algorithm are meant to speed up the rate of convergence [61]. However, the convergence properties of the algorithm appear to depend most significantly on the determination of good initial parameters. Several schemes exist for the purpose of determining good initial parameters. A very simple and effective method [69] consists of starting with a single Gaussian, split it into two, and perturbate the means by a small amount. The “VQ-like” version of the EM algorithm
described above is then used to quickly separate the split Gaussian into distinct regions of the space, followed by iterations of the full EM algorithm to come up with the final parameters. The splitting is then performed further, with an eventual re-merging of the components with low priors until some stopping criterion (e.g. number of Gaussians, or likelihood on held-out dataset) is reached.

1.3.2 GMM Evaluation

The memory usage of a GMM with $M$ components is $M$ times the size of a single Gaussian, with the single addition of the $M$ mixture weights. In terms of computational load, computing the log-likelihood of a GMM looks much more complex than evaluating a single Gaussian, but with some minimal approximation, we will see that it actually also scales almost linearly in the number of components in the mixture.

The log-likelihood can be written as

$$L(o) = \log \left[ \sum_{i=1}^{M} w_i \mathcal{N}(o, \mu_i, \Sigma_i) \right].$$

The log-likelihood of a single component $i$ is

$$L_i(o) = \log w_i + \log \mathcal{N}(o, \mu_i, \Sigma_i).$$

Thus the complete likelihood can be expressed as:

$$L(o) = \log \left[ \sum_{i=1}^{M} \exp L_i(o) \right].$$

Because of the wide dynamic range of Gaussian likelihoods, this is very often simplified by taking the maximum likelihood over all components instead of the sum:

$$L(o) \sim \log \left[ \max_i \exp L_i(o) \right] = \max_i L_i(o).$$

This approximation makes the evaluation of a GMM about $M$ times as costly as the evaluation of a single Gaussian. However, without resorting to such extreme
simplification, the global mixture log-likelihood can be evaluated with approximately the same complexity by sorting the component log-likelihood in decreasing order. Assume that the sorting maps index $i$ to $\sigma(i)$. The log-likelihood can be obtained by computing

\[
\mathcal{G}_{M-1}(o) = \log \left[ \exp L_{\sigma(M-1)}(o) + \exp L_{\sigma(M)}(o) \right]
\]

\[
= L_{\sigma(M-1)} + \log \left[ 1 + \exp \left( L_{\sigma(M)}(o) - L_{\sigma(M-1)}(o) \right) \right]
\]

\[
\mathcal{G}_{M-2}(o) = \log \left[ \exp L_{\sigma(M-2)}(o) + \exp \mathcal{G}_{M-1}(o) \right]
\]

\[
= L_{\sigma(M-2)} + \log \left[ 1 + \exp \left( \mathcal{G}_{M-1}(o) - L_{\sigma(M-2)}(o) \right) \right]
\]

\[
\vdots
\]

\[
\mathcal{G}_{1}(o) = \log \left[ \exp L_{\sigma(1)}(o) + \exp \mathcal{G}_{2}(o) \right]
\]

\[
= L_{\sigma(1)} + \log \left[ 1 + \exp \left( \mathcal{G}_{2}(o) - L_{\sigma(1)}(o) \right) \right].
\]

It is easy to see by induction that

\[
\mathcal{G}_{1}(o) = L(o),
\]

which means that the global log-likelihood can be computed from the individual Gaussian log-likelihood using $2M$ sums and $M$ evaluations of the function

\[
f(x) = \log(1 + e^x).
\]

Because the Gaussians were ordered in order of likelihood, $x \leq 0$, and $f(x) \in [0, \log 2]$, which makes the function easy to tabulate to a reasonable degree of precision. As a result, the complete log-likelihood can be approximated to an arbitrary precision without any significant computational overhead.

These computational savings can be further improved by subsetting the Gaussians that are considered in the evaluation. The Gaussians that are the most “distant” to the data point considered will not contribute to the log-likelihood by any significant amount and can thus be pruned based on an inexpensive assessment of that distance. Several schemes have been proposed, such as the BBI algorithm based on
decision trees [33], or the shortlist method based on tree-structured vector quantization (TSVQ) [12, 62].

1.4 Covariance Modeling

It is interesting to look at how parameters get “allocated” when using a Gaussian density. Table 1.2 illustrates the following point: while in low dimensions the parameters describing a Gaussian – i.e. its degrees of freedom – are within the same order of magnitude for both the mean and the covariance, in high dimensions, the covariance matrix becomes overwhelmingly large compared to the mean vector.

<table>
<thead>
<tr>
<th>$D$</th>
<th>number of mean parameters</th>
<th>number of covariance parameters</th>
<th>proportion of covariance parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>50%</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>210</td>
<td>91%</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>5050</td>
<td>98%</td>
</tr>
</tbody>
</table>

Table 1.2: Parameter Allocation in a Gaussian in various dimensions

This explosion of the number of parameters is obviously due to the quadratic nature of the covariance matrix. It translates into several problems when using high-dimensional Gaussians for modeling:

1. the storage requirements for a single Gaussian are large,

2. the log-likelihood computation (Equation 1.4), which is dominated by the matrix product in Equation 1.5, is very expensive,

3. the number of training samples required to robustly estimate the covariance parameters is large.

The maximum likelihood estimator of a covariance matrix is not well conditioned when the ratio of the number of training samples to the dimensionality is small: in the limit, while a mean vector is still well defined if a single input vector is assigned to the component, the covariance matrix is singular if there are fewer input vectors than
the dimensionality of the space. A good introduction to these issues can be found in [56, Chapter 1].

For these reasons, several covariance modeling strategies have been proposed. A broad class of strategies can be grouped under the term of regularizing methods. These try to address the shortcomings of the ML estimator, without looking at the other scalability issues. Overall, these techniques tend to shrink the ML estimator of the covariance matrix towards the identity $I$ by some controlled amount $\epsilon$ in order to improve its conditioning:

$$\Sigma \leftarrow (1 - \epsilon)\Sigma + \epsilon I.$$ 

More can be found on this vast subject in [44, 54, 56, 71]. These methods are corrective measures in situations where the data is inadequate for the number of parameters to be estimated. Moreover, they do not fit into the maximum likelihood framework, which can be a stability issue when the covariance estimates are used in conjunction with the EM algorithm. In addition, they do not address the other issues (storage size and computational cost) which are plaguing covariance matrices in large dimensions.

For these reasons, another class of covariance models, which can be broadly referred as tying methods are much more interesting in the context of large GMM. The general idea of these models stems from an observation made in Section 1.3: the parametric form of a GMM assume that the parameter sets of individual Gaussian components are independent of each other, whereas it is in general the case, if the GMM is modeling a single complex input signal for example, that the various components are intimately related.

As an example, let us assume that the input signal is globally decorrelated across feature components. It is then reasonable to consider a mixture model in which all covariance matrices are diagonal. The benefits of a diagonal GMM model, when applicable, are that the number of parameters in the covariance matrix is now equal to the dimensionality. As a consequence, the storage requirements are linear in the
dimensionality as well, and that the computational cost is $2D$ products per Gaussian:

$$\mathcal{L}(\alpha) = c - \sum_{d=1}^{D} \frac{1}{2\sigma_d^2}(o_d - \mu_d)^2.$$  \hspace{1cm} (1.8)

This simple approximation has been pivotal to the popularization of GMM as acoustic models for real-time ASR systems. To accommodate the constraint of decorrelation of the feature components, it is necessary to process the input features using a decorrelating transform. In speech processing, this has been mostly achieved through a discrete cosine transform, which, under Markov conditions, approximates the Karhunen-Loève transform [18], or through the use of linear discriminant analysis [29] on a higher-dimensional feature space in order to extract orthogonal features.

Maximum likelihood methods estimating a decorrelating transform have also been developed [16]. In [11], a unit-triangular matrix with a sparse structure is used. In the *semi-tied* covariance model [35], an unconstrained real matrix transform is used, and an efficient ML algorithm to estimate the transform is proposed. In all these techniques, the resulting covariance model can be interpreted as a shared (or tied) transform $U_i$, combined with a Gaussian dependent diagonal covariance $\Delta_i$, such that the full model of the covariance is

$$\Sigma_i = U_i^T \Delta_i U_i.$$  

Since any covariance matrix can be expressed as: $\Sigma_i = U_i^T \Delta_i U_i$, the use of a decorrelating transform can be interpreted as a tying of the transform $U_i$ across Gaussians in the mixture. The assumption that underlies this type of model is thus that there exist a rotation and scaling of the feature space that globally decorrelates the Gaussians, which means that the principal axes of the Gaussians are all aligned in the feature space. This is a very strong assumption which limits the validity of these tying techniques.

These techniques and some others will be further discussed in Chapter 2. The model introduced in that chapter is in fact one tying technique which makes much weaker assumptions on the joint structure of the covariances in the mixture.
Chapter 2

Mixtures of Inverse Covariances

Since there is much redundancy in the parameters of the covariance of a typical GMM, it is natural to consider explicitly representing this information using fewer parameters that can be estimated robustly, and which will result in a more compact representation of the probability density. By treating the covariance parameters as a highly redundant input signal, techniques of lossy compression such as vector quantization can be applied to the problem. The mixture of inverse covariances (MIC) model [75, 76] is the result of such parametric compression. In contrast with a “hard” clustering technique such as VQ, the model uses a linear combination of cluster code-words as an encoding of the parametric model. In that respect, this model is similar to mixture models such as generalized additive models [45, Chapter 9] or fuzzy clustering [8, Chapter 8], which make a soft decision when associating a data sample to a mixture component.

2.1 The MIC Model

The MIC model represents the inverse covariances in a GMM as

$$\Sigma_i^{-1} = \sum_{k=1}^{K} \lambda_{k,i} \Psi_k.$$  \hspace{1cm} (2.1)

- $\Psi_k, k \in [1, K]$ is small size codebook of prototype symmetric matrices.
• \( \lambda_{k,i} \in \mathbb{R} \) are the mixture weights which represent the encoding of a given inverse covariance \( \Sigma_i^{-1} \) using that codebook. Note that unlike the case of mixtures of densities, the \( \lambda_{k,i} \) are not constrained to sum to one or even to be positive.

Inverse covariance matrices are sometimes referred to as “precision matrices” or “concentration matrices”. The choice of modeling inverse covariances as opposed to covariances is driven by the log-likelihood of a Gaussian, which has a simple expression as a function of the inverse covariance (Equation 1.4). There are several arguments in favor of a soft clustering scheme as opposed to a hard one in the current context. In particular, the overall scale of typical covariance matrices can vary dramatically across components of a GMM, and this feature is well captured in the Gaussian-dependent weights of the MIC, whereas the codewords in a hard clustering scheme would have a fixed scaling. In addition, the soft clustering model retains a number of Gaussian-specific parameters — the \( K \) weights, \( K \) being anywhere between 1 and \( \frac{D(D+1)}{2} \), which makes it much more expressive at a controlled level of complexity. In Section 2.4, we will see that the computational complexity of this model is also directly proportional to \( K \).

### 2.2 Class-based Prototype Allocation

As the number of matrices to be modeled grows, the number of prototypes required to model all the covariances accurately might grow to the point of making the joint estimation of all the prototypes as well as the Gaussian likelihood evaluation computationally expensive. (See Section 2.4 for a detailed analysis of the computational cost of these models).

For more efficient modeling, one might consider using a class-based decomposition of the Gaussian mixture and allocate a distinct pool of prototypes to each class:

\[
\forall i \in \mathcal{C}, \quad \Sigma_i^{-1} = \sum_{k=1}^{K_C} \lambda_{k,i} \Psi_{C,k}.
\]

This limits the number of Gaussian-specific parameters to \( K_C \), while allowing the pool
of prototypes to grow much larger. The determination of appropriate classes can be
dictated by the problem at hand, or derived in a principled way in the same vein as
classified VQ approaches [41, Section 12.5].

2.3 Related Work

By imposing some additional structure onto the prototypes, many different covariance
models can be expressed in the form of MIC. Consider the symmetric canonical basis
of matrices $E_{i,j}$, whose elements are 0 everywhere except at locations $(i,j)$ and $(j,i)$
where they are 1. The unconstrained full covariance model can be expressed by having

$$
\Psi_{i,j} \equiv E_{i,j}, 1 \leq j \leq i \leq D,
$$

and the diagonal covariance model by having

$$
\Psi_{k} \equiv E_{k,k}, k \in [1, D].
$$

It is clear that by relaxing these strong constraints on the structure of the prototypes,
a better model can be achieved with the same number ($K$) of Gaussian-specific param-
eters. Several well-known covariance models fall under this general class. Semi-tied
covariances [35] express each inverse covariance matrix $\Sigma_i^{-1}$ using a diagonal inverse
covariance matrix $D_i$ and an unconstrained real transform $A$ shared across Gaussians:

$$
\Sigma_i^{-1} = A D_i A^\top.
$$

The computational benefits of this model are obvious, since it differs from a plain
diagonal model by a simple transform of the feature vector. As was remarked in [65],
by considering the rows $\eta_k$ of the transform matrix $A$, and $d_{k,i}$ the diagonal terms of
matrix $D$, this can be rewritten as

$$
\Sigma_i^{-1} = \sum_{k=1}^{D} d_{k,i} \eta_k \eta_k^\top.
$$
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Since any rank-one matrix can be expressed uniquely as the product of a vector and its transpose, the semi-tied covariance model is an instance of the MIC model in Equation 2.1 with $K = D$, and with sole constraint: $\text{Rank}(\Psi_k) \equiv 1$.

Factored sparse inverse covariance matrices [11] are a more constrained model in which the transform $A$ is an upper triangular matrix with ones along the diagonal, and possibly a sparse structure. The main benefit of this model is that the optimization of the transform matrix in the EM framework is now linear, owing to the fact that $|\Sigma_i^{-1}| = |D_i|$ is independent of the transform. In this case, the class of prototype matrices that correspond to this model is a collection of rank-one block-diagonal matrices generated by the family of vectors:

$$\eta'_k = [0 \ldots 0 1 \eta'_{k,k+1} \ldots \eta'_{k,D}]^\top.$$

In [65], the extended maximum likelihood linear transform (EMLLT) model was introduced, generalizing the semi-tied approach to $K > D$. In [22], an alternative approach using rank-1 matrices was also proposed. Finally, a recent series of publications presented a model analogous to MIC called subspace of precisions and means (SPAM) [3, 4, 79], which independently generalized the mixture approach to matrices of any rank. See [27] for a comparison of some of these methods.

2.4 Gaussian Evaluation

The log-likelihood of Gaussian $i$ for observation vector $\mathbf{o}$ can be written as

$$L_i(\mathbf{o}) = c_i - \frac{1}{2}(\mathbf{o} - \mathbf{\mu}_i)^\top \Sigma_i^{-1}(\mathbf{o} - \mathbf{\mu}_i),$$

where:

$$c_i = \frac{1}{2}(\log |\Sigma_i^{-1}| - D \log 2\pi).$$
When $\Sigma_i^{-1} = \sum_{k=1}^{K} \lambda_{k,i} \Psi_k$, 

$$
\mathcal{L}_i(o) = c_i - \frac{1}{2} \mu_i^\top \Sigma_i^{-1} \mu_i - \frac{1}{2} \sum_{k=1}^{K} \lambda_{k,i} \Psi_k o - \left( - \Sigma_i^{-1} \mu_i \right)^\top o.
$$

The term $\frac{1}{2} \mu_i^\top \Sigma_i^{-1} \mu_i$ can be absorbed into the constant $c'_i$. The vector $\omega : [\omega_1 \ldots \omega_K]^\top$ is independent of the Gaussian and can be computed as an additional $K$-dimensional feature vector appended to $o$. $\nu_i$ is a $D$-dimensional Gaussian-specific vector, which leads to expressing the Gaussian computation in terms of:

- An extended feature vector: $o' = \begin{bmatrix} o \\ \omega \end{bmatrix}$,
- A Gaussian-specific parameter vector: $\nu'_i = \begin{bmatrix} \nu_i \\ \Lambda_i \end{bmatrix}$, with $\Lambda_i = \begin{bmatrix} \lambda_{1,i} \\ \vdots \\ \lambda_{K,i} \end{bmatrix}$.

Using this notation, the likelihood can be expressed as a scalar product between these two $K + D$ dimensional vectors:

$$
\mathcal{L}_i(o) = c'_i - \nu'_i^\top o'.
$$

This computation requires $D + K$ sums and products, to be compared with $2D$ for a diagonal Gaussian. Note that $K$ can be smaller than $D$, in which case the Gaussians are less expensive to evaluate than in the diagonal case.

The front-end overhead is limited to the computation of $\omega$. When the prototypes are positive definite, the quadratic form can be decomposed using a Cholesky factorization:

$$
\frac{1}{2} \Psi_k = L_k L_k^\top.
$$

The resulting computation

$$
\xi_k(o) = L_k^\top o \Rightarrow \omega_k = \xi_k(o)^\top \xi_k(o)
$$
uses on the order of $\frac{1}{2}KD^2$ multiplications.

When using a class-based approach with $C$ classes, this overhead grows as $\frac{1}{2}CKD^2$, unless the classes to which the significant Gaussians belong can be predicted, in which case only the prototypes belonging to those classes need to be evaluated, and thus computations can be saved.

Note that, using this formulation, it is possible to perform partial evaluation of the Gaussian for the purposes of quickly pruning insignificant Gaussians in the mixture. Since

$$\omega^\top \Lambda_i = o^\top \Sigma_i^{-1} o \geq 0,$$

we have the inequality:

$$L_i(o) = c_i' - \nu_i^\top o - \omega^\top \Lambda_i \leq c_i' - \nu_i^\top o.$$

This upper bound on the likelihood can be tested without any additional computation, prior to a full evaluation of the Gaussian, in order to determine if the Gaussian is significant or not.

It is also common [24] to weight the Gaussian log-likelihood in a mixture by a factor $\alpha \leq 1$ such that

$$f(o) = \sum_{i=1}^{M} w_i[N(o, \mu_i, \Sigma_i)]^\alpha.$$

This exponent typically improves the performance by reducing the dynamic range of the Gaussian scores when diagonal covariances are used. When a MIC model is used, $\alpha$ needs to be tuned for the particular model used. In the limit, the model approximates closely enough the full covariance, the value $\alpha = 1$ is optimal.
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The sample covariance estimated from the observations $o_t$ and priors $\gamma_{i,t}$ is:

$$\Sigma_i = \sum_t \gamma_{i,t} (o_t - \mu_i)(o_t - \mu_i)^\top. \quad (2.2)$$

Given the independent parameters $w_i, \mu_i$, and the sample covariance $\Sigma_i$, the parameters of the model $(\Psi, \Lambda)$, with

$$\Psi = \{\Psi_1, \ldots, \Psi_K\},$$
$$\Lambda = \{\Lambda_1, \ldots, \Lambda_M\},$$

can be estimated jointly using the EM algorithm [21]. Using

$$x^\top A x = \text{Tr}(Axx^\top),$$

the auxiliary function can be written as

$$Q(\Psi, \Lambda) = \sum_{i=1}^M \sum_t \gamma_{i,t} \left[ \log |\Sigma_i^{-1}| - (o_t - \mu_i)^\top \Sigma_i^{-1} (o_t - \mu_i) \right]$$
$$= \sum_{i=1}^M w_i \left[ \log |\Sigma_i^{-1}| - \text{Tr} (\Sigma_i^{-1} \Sigma_i) \right], \quad (2.3)$$

with the constraint that

$$\Sigma_i^{-1} = \sum_k \lambda_{k,i} \Psi_k.$$

2.5.1 Casting the Problem in Terms of Convex Optimization

Maximum-likelihood estimation of the parameters $(\Psi, \Lambda)$ of the model can not be performed by a direct method. However, owing to the concavity of $\log |A|$ when $A$ is positive definite [15], and to the linearity of the trace, both the functions $Q(\Psi|\Lambda)$ and $Q(\Lambda|\Psi)$ are concave on the domain $\Sigma_i > 0$ (read “the domain in which all the
covariances $\Sigma_i$ are positive definite”). Moreover, the domains

- $L: \Lambda / \{\forall i, \sum \lambda_{k,i} \Psi_k \succ 0\}$,

- $P: \Psi / \{\forall i, \sum \lambda_{k,i} \Psi_k \succ 0\}$

are both convex.

Thus, the problem of jointly estimating $\Psi$ and $\Lambda$ can be decomposed into two convex optimization problems to be solved iteratively:

$$\begin{align*}
\text{Maximize } Q(\Lambda|\Psi) & \quad \text{Maximize } Q(\Psi|\Lambda) \\
\text{Subject to } \Lambda \in L & \quad \text{Subject to } \Psi \in P
\end{align*}$$

This iterative optimization of the marginals of $Q$ is an instance of alternating optimization [9], and, as a biconvex optimization problem, is known to be locally convergent. It is interesting to relate this approach to the classic Lloyd clustering [41, Section 6.2] and EM algorithms. The maximization of $Q(\Lambda|\Psi)$ is similar to the nearest neighbor partitioning step of Lloyd, except that the partitioning performed here is a “soft” allocation of the covariance to the various prototypes. In that respect, it is similar to the $E$ step of the EM algorithm applied to GMM, which computes the class allocation weights for each mixture component. The maximization of $Q(\Psi|\Lambda)$, on the other hand, is akin to the centroid computation of the Lloyd algorithm or the $M$ step of the EM algorithm, which both attempt to come up with a better set of component-dependent parameters given the fixed component allocation scheme.

Here, the distortion criterion used for both the “partitioning” and the “centroid computation” is the $Q$ function. Up to constant terms, it is identical to the MDI criterion [55], which has already been used as a criterion to cluster Gaussians [42] in the design of Gaussian mixtures. In the sections that follow, we describe a succession of algorithms for reestimating the weights, initializing the weights, reestimating the prototypes and initializing the prototypes of a MIC.
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2.5.2 Reestimation of the Weights

The weight estimation given the prototype covariances can be performed efficiently using a Newton algorithm [17]. The gradient of the auxiliary function can be computed using (see e.g. [14])

\[
\frac{\partial \log |A(x)|}{\partial x} = \text{Tr} \left[ A^{-1}(x) \frac{\partial A(x)}{\partial x} \right].
\]

Thus

\[
\frac{\partial}{\partial \lambda_{k,i}} \log |\Sigma^{-1}_i| = \text{Tr} (\Sigma_i \Psi_k).
\]

Since

\[
\frac{\partial}{\partial \lambda_{k,i}} \text{Tr} (\Sigma_i^{-1} \bar{\Sigma}_i) = \text{Tr} (\Psi_k \bar{\Sigma}_i),
\]

the gradient is

\[
\frac{\partial Q}{\partial \lambda_{k,i}} = \text{Tr} [\Psi_k (\Sigma_i - \bar{\Sigma}_i)].
\] (2.4)

In the following, we will sometimes represent a symmetric matrix $A$ in vector form — noted $A^*$, constructed by stacking together the diagonal $a_0$ and the super-diagonals $a_i, i \in [1, D - 1]$ multiplied by $\sqrt{2}$:

\[
A^* = [a_0^\top \sqrt{2}a_1^\top \ldots \sqrt{2}a_{D-1}^\top]^\top.
\]

The $\sqrt{2}$ factor ensures that

\[
\text{Tr}(AB) = A^{*\top}B^*.
\]

This identity maps a symmetric matrix representation and its associated Frobenius norm into a vector representation with minimal dimensionality ($\frac{D(D+1)}{2}$) and the more familiar $L_2$ norm. It is also a memory-efficient way of representing symmetric matrices.
which is well suited to the implementation of the reestimation algorithms. Using this convention, and denoting \( P = [\Psi_1^* \ldots \Psi_k^*] \), we can write Equation 2.4 as

\[
\frac{\partial Q}{\partial \Lambda_i} = P^\top (\Sigma_i^* - \bar{\Sigma}_i^*).
\] (2.5)

The components of the Hessian \( H \) can be computed using the identity

\[
\frac{\partial A^{-1}(x)}{\partial x} = -A^{-1}(x) \frac{\partial A(x)}{\partial x} A^{-1}(x),
\]

which results in

\[
\frac{\partial^2 Q}{\partial \lambda_{k,i} \partial \lambda_{l,i}} = \text{Tr} \left[ \Psi_k \frac{\partial \Sigma_i}{\partial \lambda_{l,i}} \right] = -\text{Tr} \left[ \Psi_k \Sigma_i \Psi_l \Sigma_i \right].
\]

Under the mild assumption of linear independence between the \( \Psi_k \), the Hessian is invertible.

Proof. If \( \{\Psi_k, k \in [1,K]\} \) is an independent family, since \( \Sigma_i \) is full rank, so is \( \{\Psi_k \Sigma_i, k \in [1,K]\} \). Consider the \( K \times \frac{D(D+1)}{2} \) matrix \( \Omega_i \) whose \( k^{th} \) column lists all the entries of \( \Psi_k \Sigma_i \) in any consistent order. The matrix \( \Omega_i \) is nonsingular, and we have:

\[
H_i = -\Omega_i^\top \Omega_i.
\]

Thus for any \( \mathbf{X} \neq 0 \),

\[
\mathbf{X}^\top H_i \mathbf{X} = -\left( \Omega_i \mathbf{X} \right)^\top \left( \Omega_i \mathbf{X} \right) < 0,
\]

and consequently \( H_i \) is negative definite, thus invertible. \( \square \)

In the unlikely case of some prototypes being linearly dependent on others, all the inverse covariances expressed as a linear combination of the prototypes can always be expressed as a function of a smaller set of independent ones, for which the Hessian
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will be invertible.

The optimization can be noticeably simplified by remarking that for any covariance $\Sigma$,

$$
\Sigma^* \Sigma^{-1*} = \text{Tr}(\Sigma \Sigma^{-1}) = D \quad (= \text{dimensionality})
$$

For $\Lambda$ to be a maximum-likelihood weight vector, the gradient in Equation 2.5 is necessarily zero, and

$$
P^T \Sigma^* = P^T \Sigma^* ,
$$

thus, using

$$
\Sigma^{-1*} = P \Lambda ,
$$

we have

$$
\Sigma^* P \Lambda = (P^T \Sigma^*)^T \Lambda = D .
$$

This relationship defines an affine hyperplane orthogonal to

$$
\Lambda_0 = D \frac{P^T \Sigma^*}{\|P^T \Sigma^*\|^2} , \quad (2.6)
$$

in which $\Lambda$ is constrained to live. Denoting $U$ a basis of the orthogonal of $P^T \Sigma^*$, we have

$$
\Lambda = \Lambda_0 + U \Lambda' .
$$

The gradient ascent algorithm can now be performed on $\Lambda' \in \text{Span}(U)$, which is of dimension $K - 1$, by projecting the Newton update onto $\text{Span}(U)$. The Hessian can be computed easily using Equation 2.6 at each step of the iteration, leading to
an update step of

\[ \tilde{\Delta} = H^{-1} P^\top (\Sigma^* - \bar{\Sigma}^*), \]  

(2.7)

which, projected onto \( \text{Span}(U) \), becomes

\[ \Delta = \tilde{\Delta} - \frac{\Lambda_0^\top \tilde{\Delta}}{\|\Lambda_0\|^2} \tilde{\Delta}. \]  

(2.8)

By concavity of \( Q(\Lambda|\Psi) \), the algorithm will converge to a global maximum. The Newton update

\[ \Lambda \leftarrow \Lambda + \gamma \Delta \]  

(2.9)

converges after a few iterations. In general \( \gamma = 1 \), although in the first steps of the iteration it sometimes needs to be reduced to prevent intermediate estimates of \( \Lambda \) to step out of \( \mathcal{L} \). Since all the covariances have to be recomputed before the next update step (Equation 2.7) can be performed, this check for positive-definiteness can be made implicitly while inverting the matrices.

2.5.3 Weight Initialization

If the prototypes are positive definite, then \( \Lambda_0 \in \mathcal{L} \).

Proof. The \( k^{\text{th}} \) element of \( \Lambda = P^\top S^* \) is

\[ \lambda_k = \Psi_k^\top S^* = \text{Tr}(\Psi_k S). \]

Since \( \Psi_k \) and \( S \) are positive definite symmetric matrices, \( \text{Tr}(\Psi_k S) = \lambda_k > 0 \). As a consequence, \( P\Lambda_0 = \sum_k \lambda_k \Psi_k^* \) is a linear combination with positive weights of positive definite matrices. From the definition of positive-definiteness,

\[ \forall k, \ x^\top \Psi_k x > 0, \ \lambda_k > 0 \Rightarrow \sum_k \lambda_k x^\top \Psi_k x > 0, \]
and $P\Lambda_0$ is positive definite, which implies $\Lambda_0 \in \mathcal{L}$.

We will see in Section 2.5.6 that the method that we use for generating the initial prototypes guarantees positive-definiteness, and thus $\Lambda_0$ can be used to initialize the algorithm.

### 2.5.4 Simplified Progressive Reestimation Algorithms

An alternative scheme for reestimating the weight parameters is to consider each component of the mixture separately and optimize them progressively: consider a model $\Phi$ of $\Sigma^{-1}$, which can be for example a MIC model using $K$ prototypes. The idea is to compute a refined model with $K+1$ prototypes by maximizing the likelihood of

$$
\Sigma^{-1} = \Phi + \lambda \Psi
$$

with respect to the weight $\lambda$. The potential advantages of this approach are multiple:

- for any $K' \leq K$, the decomposition which uses $K'$ prototypes is still an admissible MIC model, in the sense that it is positive definite, and is to some extent a ML representation of the inverse covariance. This means that the model can be used with any number of prototypes without retraining,

- because it is a scalar optimization, the progressive method of weight estimation is much simpler and faster than the complete optimization,

- the model can be seen as a series of successive refinements of the covariance estimate, starting from a model of the “average” inverse covariance as prototype $\Psi_0$, and successive models $\Psi_1, \ldots, \Psi_N$ of the residuals. This means that the decrease in the relative magnitude of the weights, as the decomposition grows larger, will indicate how good an estimate of the covariance is.

However, this approach leads to a suboptimal model for several reasons:

- the model is not globally maximum likelihood,
when the prototypes are retrained jointly with the weights, $\Psi_0$ captures the average behavior and is positive definite. However the next “residuals” $\Psi_1, \ldots, \Psi_N$ are not in general positive definite because they model departures from the average behavior. This is an issue with the front-end overhead: the number of multiplications used to evaluate a general matrix as opposed to a positive definite one is $\frac{2D}{D+1} \sim 2$.

The optimization algorithm in this case is extremely simple. We know that if

$$\Sigma^{-1} = \lambda_0 \Psi_0,$$

then from Equation 2.6

$$\lambda_0 = \frac{D}{\text{Tr}(\Psi_0 \Sigma)}.$$  

The weights can then be estimated successively. If

$$\Sigma^{-1} = \Phi + \lambda \Psi,$$

then to maximize the likelihood, the gradient

$$f(\lambda) = \text{Tr}[(\bar{\Sigma} - \Sigma)\Psi]$$

needs to be set to zero. Its derivative is

$$\frac{df}{d\lambda} = \text{Tr}(\Sigma \Psi \Sigma \Psi).$$  

Starting with $\lambda = 0$, one can iterate a simple gradient descent

$$\lambda \leftarrow \lambda - \gamma \frac{f(\lambda)}{\frac{df}{d\lambda}}$$

until $f$ reaches 0. The convergence of the algorithm is extremely fast, which makes this algorithm a good candidate for an approximate estimation of the model.
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2.5.5 Reestimation of the Prototypes

In order to reestimate the prototypes given the weights, the $Q$ function in Equation 2.3 has to be maximized with respect to each prototype $\Psi_k$. With $A$ a symmetric matrix, using the cofactor decomposition of the determinant, we have (see e.g. [10])

$$
\frac{\partial |A|}{\partial A |i,j} = \begin{cases} 
A_{i,j} & \text{if } i = j \\
2A_{i,j} & \text{if } i \neq j,
\end{cases}
$$

where $A_{i,j}$ are the cofactors of $A$, and $A |i,j$ denotes the $(i, j)$ entry of matrix $A$.

Similarly, if $A = \sum_k \lambda_k A_k$,

$$
\frac{\partial |A|}{\partial A |i,j} = \begin{cases} 
\lambda_k A_{i,j} & \text{if } i = j \\
2\lambda_k A_{i,j} & \text{if } i \neq j.
\end{cases}
$$

Thus,

$$
\frac{\partial \log |A|}{\partial A_k} = \begin{cases} 
\lambda_k A_{i,j} / |A| & \text{if } i = j \\
2\lambda_k A_{i,j} / |A| & \text{if } i \neq j
\end{cases} = \lambda_k [2A^{-1} - \Diag(A^{-1})].
$$

Consequently,

$$
\frac{\partial}{\partial \Psi_k} \sum_{i=1}^M w_i \log |\Sigma_i^{-1}| = \sum_{i=1}^M w_i \lambda_k [2\Sigma_i - \Diag(\Sigma_i)].
$$

With $A$ a symmetric matrix, we also have

$$
\frac{\partial \text{Tr}(AB)}{\partial A |i,j} = \begin{cases} 
B_{i,i} & \text{if } i = j \\
B_{j,i} + B_{i,j} & \text{if } i \neq j,
\end{cases}
$$

and thus

$$
\frac{\partial \text{Tr}(AB)}{\partial A} = B + B^\top - \Diag(B).
$$
We can see that if $A = \sum_k \lambda_k A_k$ and $B$ is symmetric, then
\[
\frac{\partial \text{Tr}(AB)}{\partial A_k} = \lambda_k [2B - \text{Diag}(B)].
\]

Thus
\[
\frac{\partial}{\partial \Psi_k} \sum_{i=1}^{M} w_i \text{Tr} \left( \Sigma_i^{-1} \Sigma_i \right) = \sum_{i=1}^{M} w_i \lambda_{k,i} [2 \Sigma_i - \text{Diag}(\Sigma_i)],
\]

Consequently,
\[
\frac{\partial Q}{\partial \Psi_k} = \sum_{i=1}^{M} w_i \lambda_{k,i} \left[ 2 (\Sigma_i - \bar{\Sigma}_i) - \text{Diag} (\Sigma_i - \bar{\Sigma}_i) \right].
\]

For $A$ symmetric,
\[
2A - \text{Diag} (A) \equiv 0 \Leftrightarrow A \equiv 0.
\]

As a consequence, we can replace the likelihood gradient by
\[
\frac{\partial Q'}{\partial \Psi_k} = \sum_{i=1}^{M} w_i \lambda_{k,i} (\Sigma_i - \bar{\Sigma}_i).
\]  
(2.10)

The Hessian of the auxiliary function $Q'$ is
\[
\frac{\partial^2 Q'}{\partial \Psi_k \partial \Psi_k}_{p,q} = \sum_{i=1}^{M} w_i \lambda_{k,i} \frac{\partial \Sigma_i}{\partial \Psi_k}_{p,q} = -\sum_{i=1}^{M} w_i \lambda_{k,i}^2 \Sigma_i \frac{\partial \Psi_k}{\partial \Psi_k}_{p,q}.\]

Let us denote by $E_{i,j}$ the matrix containing all zeros except ones at locations $(i, j)$
and \((j, i)\), and by \(\sigma_i^j\) the \(j^{th}\) column of \(\Sigma_i\):

\[
\frac{\partial^2 Q'}{\partial \Psi_k \partial \Psi_k}_{p,q} = -\sum_{i=1}^{M} w_i \lambda_i^2 \Sigma_i E_{p,q} \Sigma_i
\]

\[
= \frac{-1}{1 + \delta_{p,q}} \sum_{i=1}^{M} w_i \lambda_i^2 [\sigma_i^p \sigma_i^q + \sigma_i^q \sigma_i^p].
\]

Since there are only \(\frac{D(D+1)}{2}\) of the \(D^2\) entries of the prototype matrix that are independent, we need to represent the matrix in minimal form for the Hessian to be invertible. Using the notation defined in Section 2.5.2, we can write the Newton iteration as

\[
\Psi^*_k \leftarrow \Psi^*_k + \gamma H^{-1} \sum_{i=1}^{M} w_i \lambda_{k,i} \left( \Sigma^*_i - \bar{\Sigma}^*_i \right).
\]

Note that because of the \(\sqrt{2}\) scaling factor of the off-diagonal terms of \(\Psi_k\) (represented as \(\Psi_k^*\)), and of \(\Sigma_i\) (represented as \(\Sigma_i^*\)), the entries of the Hessian matrix need to be scaled accordingly.

The Hessian, however, is not guaranteed to be invertible. In particular, if \(2M < D\), it is always singular:

Proof. Each column of the Hessian contains in vector form the entries of the matrix

\[
C_{p,q} = -\sum_{i=1}^{M} w_i \lambda_{k,i}^2 \Sigma_i E_{p,q} \Sigma_i \quad \text{for} \quad 1 \leq q \leq p \leq D.
\]

Let us assume that \(2M < D\). Since \(\text{Rank}(E_{p,q}) \leq 2\), then \(\text{Rank}(C_{p,q}) \leq 2M\). Thus, the family \(\Xi = \{C_{p,q}, 1 \leq q \leq p \leq D\}\) is contained in the space of symmetric matrices of rank smaller or equal to \(2M\), which is a strict subspace of the vector space of symmetric matrices. The vector space of symmetric matrices is of dimensionality \(\frac{D(D+1)}{2}\) (\(\{E_{p,q}, 1 \leq q \leq p \leq D\}\) is a canonical basis for it), and thus \(\Xi\) lives in a space of dimensionality strictly smaller than \(\frac{D(D+1)}{2}\). Since the number of vectors in \(\Xi\) is \(\frac{D(D+1)}{2}\), the family is not linearly independent, and consequently the Hessian is
singular.

This condition is not necessary, and in most cases the number of covariances in the GMM is large enough for this bound not to be reached. A simple regularization method such as flooring of the eigenvalues will guarantee that a singularity of the Hessian matrix never causes the Newton iteration to abort.

The exact gradient and Hessian could be expensive to compute using these equations because of the potentially large number of covariances in the GMM. However both can be well estimated by adding up the contributions of a small subset of significant Gaussians. A principled way of selecting the Gaussians is to sort them by the magnitude of their relative weight in Equations 2.10 and 2.11, which are $|w_i \lambda_{k,i}|$ for the gradient and $w_i \lambda^2_{k,i}$ for the Hessian, and only accumulate the contributions of the Gaussians with the highest weight. However, it is beneficial for the overall speed of the algorithm not to have to compute the weights for all the Gaussians at each iteration before being able to make the decision whether or not to use them to reestimate the prototypes. It is thus more efficient to select at the beginning of the iterative process a set of significant Gaussians based only on $w_i$ and only run both the weight and prototype reestimation algorithm on those. In the following experiments, fewer than 10% of the Gaussians were used to estimate the gradient, and fewer than 1% were incorporated into the Hessian. As previously, the step size $\gamma$ has sometimes to be reduced to a smaller value in the first iterations to avoid stepping out of the domain $\mathcal{P}$. Because the update equation (Equation 2.12) involves the covariance matrices, the check for positive-definiteness can be performed at no additional cost during the matrix inversion.

### 2.5.6 Prototype Initialization

The initial set of prototypes can be generated by a hard clustering scheme: the $M$ Gaussian covariances are clustered down to $K$ initial prototypes by using the Lloyd algorithm. A Kullback-Liebler distance criterion is used, since it is a natural choice of a metric [42] between Gaussians. The distance between the Gaussian means can be ignored, since only the covariances are of interest. In addition, the variations in
the scale of the prototypes — i.e. their determinant — can be normalized for, since these are captured by the weights in Equation 2.1:

\[ \Psi_i = |\Sigma_i|\Sigma_i^{-1}. \] (2.13)

The distance measure used for clustering is thus

\[ d(\Psi_k, \Psi_l) = \Psi_k^*\Psi_l^* - 1 + \Psi_l^\top\Psi_k^* - 1. \] (2.14)

For simplicity, the centroid for each cluster is not computed exactly, but approximated with the average of all the covariances allocated to this cluster. As a consequence, each centroid is guaranteed to be positive definite, which allows us to use the simple weight initialization scheme described in Section 2.5.3. Experimentally, it has been observed that the speed of convergence of the global algorithm is much improved when such clustering is applied, as opposed to a more naive initialization scheme.

### 2.5.7 Implementation of the Algorithm

The implementation of the algorithm on top of a standard EM reestimation is fairly straightforward (Table 2.1). The iterative MIC reestimation scheme — steps 6 to 10 — needs to be implemented at each step of the EM reestimation, after the ML estimation of the sample mixture weights, means and covariances. In the first iteration, the prototypes can be initialized using the VQ scheme described in Table 2.2. Note that at each EM stage, the iteration between the weight estimation (Table 2.3) and prototype reestimation (Table 2.4) need only be carried over a small subset of all the Gaussians in the mixture, since only a fraction of the covariances are used to reestimate the prototypes. In the final iteration however, the weights for all the covariances have to be reestimated.

The only implementation detail worth noting in Table 2.4 is the two-phase approach to the prototype reestimation algorithm. In a first phase (Table 2.4, 1 to 8), the algorithm goes through each prototype and does one Newton update at each pass. In the second phase (Table 2.4, 9 to 17), the Newton iterations are repeated until the
gradient is small enough. The reason for using this approach is that in the first few iterations, all the prototypes are far from the optimum. When updating a particular prototype, the first Newton steps are large in magnitude. This means that the gradient and Hessian estimates for other prototypes, which depend on every prototype in the MIC, will change dramatically at each Newton step which is taken. As a consequence, it is not beneficial to take several consecutive Newton steps in one direction since this direction will change dramatically after one cycle through the prototypes. After a few cycles, however, some prototypes will be close to their optimal, while others will still be very far from it. Cycling through the prototypes and performing one Newton update each time becomes inefficient because the algorithm keeps on updating well estimated prototypes. For this reason, the second phase optimizes the prototypes one at a time until convergence.

Table 2.5 shows typical values for the various iteration loops. These vary somewhat with the dimensionality of the problem, but the overall number of Newton updates is well within the hundreds for both the weights and prototypes, which makes the overall algorithm computationally tractable. Figure 2.1 shows that the likelihood increase from the iterative process typically reaches a plateau in about 6 iterations.

2.6 Model Adaptation

Many popular techniques for model training and adaptation have been developed with the assumption the covariance matrices used in a GMM are diagonal. In the general case, the optimization procedures can be much more complex. In this section, a few common approaches are analyzed and alternative optimization schemes compatible with the use of MIC models are proposed.

2.6.1 Maximum Likelihood Linear Regression (MLLR)

MLLR [57] is a popular methods of adapting GMM with limited amounts of training data. The technique has also been exploited for modeling [36, 69]. In MLLR, each adapted mean vector is a linear transform of the original mean vector. Extending the
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Table 2.1: Overview of the EM algorithm

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>generate initial GMM (without MIC)</td>
</tr>
<tr>
<td>2</td>
<td>for EM iteration = 1 to N</td>
</tr>
<tr>
<td>3</td>
<td>compute sufficient statistics from data and model: $f_i = \sum_t \gamma_{i,t} o_t$, $S_i = \sum_t \gamma_{i,t} o_t o_t^\top$</td>
</tr>
<tr>
<td>4</td>
<td>compute mixture weights and means: $w_i = \sum_t \gamma_{i,t} / M$, $\mu_i = f_i / w_i$</td>
</tr>
<tr>
<td>5</td>
<td>compute sample covariances (Equation 2.2)</td>
</tr>
<tr>
<td>6</td>
<td>subset covariances based on $w_i$ (Section 2.5.5)</td>
</tr>
<tr>
<td>7</td>
<td>initialize prototypes (Section 2.5.6 and Table 2.2)</td>
</tr>
<tr>
<td>8</td>
<td>estimate weights (Sections 2.5.2, 2.5.3, Table 2.3)</td>
</tr>
<tr>
<td>9</td>
<td>update prototypes (Section 2.5.5 and Table 2.4)</td>
</tr>
<tr>
<td>10</td>
<td>estimate weights for all covariances (same as step 8)</td>
</tr>
<tr>
<td>11</td>
<td>update model</td>
</tr>
</tbody>
</table>

source mean vector $\mu_0$ with a bias term

$$\nu \equiv [\mu_0^\top \ 1]^\top,$$

the adapted mean vector $\mu$ is expressed using a transform matrix $W$ that is estimated over a pool of Gaussians in the mixture:

$$\mu = W \nu. \quad (2.15)$$

The transform can be shared across all or part of the Gaussians in the mixture. In the following we will always assume, for simplicity, that the transform is tied across all the Gaussians.

Although variants of the MLLR model that include adaptation of the covariances exist [37], we will only consider here the adaptation of the mean parameters. In this case, the auxiliary function of the EM algorithm [21] to be maximized based on the
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Table 2.2: Overview of the prototypes initialization

1 for covariance = 1 to M
2 initialize weights (Equation 2.6)
   for iteration = 1 to V
3 compute gradient (Equation 2.5)
4 break loop if gradient $< \epsilon$
5 compute $\Delta$ (Equation 2.8)
6 do $\gamma = 1$, decreasing
7 while covariance not positive definite
   update weight vector (Equation 2.9)
8 end for
9 end for

Table 2.3: Overview of the weights reestimation

data reduces to [10]

$$Q(\bm{\mu}_1, \ldots, \bm{\mu}_N) = -\sum_{i=1}^{N} w_i (\bar{\bm{\mu}}_i - \bm{\mu}_i)^\top \Sigma_i^{-1}(\bar{\bm{\mu}}_i - \bm{\mu}_i).$$

(2.16)

Here, $w_i$ is the adaptation prior for Gaussian $i$, $\Sigma_i$ is the covariance, $\bm{\mu}_i$ the mean to estimate, and $\bar{\bm{\mu}}_i$ the sample mean collected from the adaptation data.

In the standard MLLR case, by replacing $\bm{\mu}$ by its expression in Equation 2.15
and differentiating, one can obtain the formulas to compute the transform $W$:

$$C^i = w_i \Sigma_i^{-1},$$

$$Z = \sum_{i=1}^{N} w_i \Sigma_i^{-1} \bar{\mu}_i \nu_i^\top,$$

$$\sum_{i=1}^{N} C^i W \nu_i \nu_i^\top = Z.$$ 

Assuming that the covariances are diagonal, this equation can be solved row-wise.
EM iterations | $N \sim 1$ or 2
--- | ---
weights/prototypes optimizations | $P = 6$
VQ iterations | $Q = 4$
weight optimization | $V \sim 10$
prototype optimization: initial loop | $S = 4$
prototype optimization: outer loop | $\sim 4$
prototype optimization: inner loop | $< 10$

Table 2.5: Typical number of iterations

Let $C_{j,j}^i$ be the diagonal elements of $C^i$:

$$G_j = \sum_{i=1}^{N} C_{j,j}^i \nu_i \nu_i^\top$$

yields the system

$$W_j^\top = G_j^{-1} Z_j^\top.$$  

When full covariances are used, the optimization is less simple [34]. A similar model adaptation method can be used by *preconditioning* the GMM. The preconditioning of a GMM is a reparametrization of the model into a space that transforms Equation 2.16 into a simpler “whitened” form. Consider the preconditioned mean:

$$\mu'_i \equiv \sqrt{w_i} L_i^{-1} \mu_i,$$

where $L_i$ is the Cholesky factor of the covariance matrix $\Sigma_i$: $\Sigma_i = L_i L_i^\top$. By the change of variable

$$(w_i, \mu_i, \Sigma_i) \rightarrow (w_i, \mu'_i, \Sigma_i),$$

Equation 2.16 can be rewritten

$$Q(\mu'_1, \ldots, \mu'_N) = - \sum_{i=1}^{N} \| \bar{\mu}'_i - \mu'_i \|^2.$$  

(2.17)
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Figure 2.1: Increase in the $Q$ function as a function of the number of iterations. One iteration corresponds to running the prototype reestimation followed by the weight reestimation algorithm once. In the first iteration, the initial prototypes are computed using VQ.

Through this reparametrization, the maximum likelihood estimation is now turned into a minimum mean-square error (MMSE) estimation for which many algebraic tools are available. Note that the mean can be recovered from the preconditioned mean using: $\mu_i = w_i^{-1/2} L_i \mu'_i$, which highlights one of the interesting features of this reparametrization: assume that through adaptation, the preconditioned mean $\mu'$ is displaced by an amount $\delta'$. The corresponding mean vector $\mu$ gets displaced by an amount $\delta$ such that: $\delta \sim w_i^{-1/2} \delta'$, which means that the amount of displacement is implicitly proportional to the amount of training data available.\(^\dagger\) This implies that Gaussians with little adaptation data will get altered proportionally much less than Gaussians with a large amount of adaptation data, which is not the case in standard MLLR.

\(^\dagger\)Note that the $\sqrt{w_i}$ factor in the preconditioning is not essential for the reestimation of a full covariance MLLR model to have a closed form solution.
The preconditioned MLLR model can be simply seen as MLLR performed in preconditioned space:

\[ \mathbf{\nu}' \equiv [\mathbf{\mu}'_0 \top 1]' \quad \text{and} \quad \mathbf{\mu}' = W' \mathbf{\nu}' . \]  

Differentiating and setting the derivative of Equation 2.17 to zero yields

\[ \mathbf{Z} = \sum_{i=1}^{N} \bar{\mathbf{\mu}}_i \mathbf{\nu}'_i \top , \]

\[ \mathbf{G} = \sum_{i=1}^{N} \mathbf{\nu}_i \mathbf{\nu}'_i \top , \]

\[ \mathbf{W} \mathbf{G} = \mathbf{Z} \Rightarrow \mathbf{W} = \mathbf{Z} \mathbf{G}^{-1} . \]

As opposed to the standard MLLR case, only one matrix inversion needs to be performed for the whole transform, and no assumption is made on the covariance structure. The auxiliary function has a closed form expression as a function of the sufficient statistics:

\[ Q(\mathbf{M}) \equiv -\text{Tr}[\mathbf{G}^{-1} \mathbf{Z} \mathbf{Z} \top] . \]

**Reestimation of the source Gaussians**

In MLLR adaptation, the transform \( \mathbf{W} \) is the only element of the model that needs to be estimated from the sufficient statistics. However, when MLLR transforms are used for modeling, the source Gaussians need as well to be reestimated from the sufficient statistics of the adapted Gaussians in order to reestimate source Gaussians and transforms iteratively.

In the MLLR case, denoting by \( \mathbf{\beta}_i \) the bias term for the \( i^{th} \) Gaussian, and assuming that all Gaussians in the mixture are transforms of the same Gaussian, the equations
are:

\[ Q = \sum_{i=1}^{N} w_i W_i^T \Sigma_i^{-1} W_i, \]

\[ Z = \sum_{i=1}^{N} w_i W_i^T \Sigma_i^{-1}(\bar{\mu}_i - \beta_i), \]

\[ \mu = Q^{-1} Z. \]

In the preconditioned MLLR case, the equivalent equations are

\[ Q' = \sum_{i=1}^{N} W_i^T W_i, \]

\[ Z' = \sum_{i=1}^{N} W_i^T (\bar{\mu}_i' - \beta_i), \]

\[ \mu' = Q'^{-1} Z'. \]

This leads to an algebraic interpretation of the ML estimation. Denoting

\[ \Omega = \begin{bmatrix} W_1 \\ \vdots \\ W_N \end{bmatrix}, \quad B = \begin{bmatrix} \beta_1 \\ \vdots \\ \beta_N \end{bmatrix}, \quad M' = \begin{bmatrix} \bar{\mu}_1' \\ \vdots \\ \bar{\mu}_N' \end{bmatrix}, \]

then we have

\[ \mu' = (\Omega^T \Omega)^{-1} \Omega^T (M' - B). \]

This is the MMSE solution of the system

\[ M' = \Omega \mu + B, \]

which uses the Moore-Penrose pseudo-inverse [2]:

\[ \Omega^\dagger = (\Omega^T \Omega)^{-1} \Omega^T. \]
The pseudo-inverse minimizes the MMSE: \( \| \mu' - \bar{\mu}' \|_2^2 \), i.e. maximizes the likelihood of \( \mu \). This formulation leads to a simpler algorithm, since the pseudo-inverse can be computed easily using a singular value decomposition of \( \Omega \):

\[
\Omega = USV^\top \Rightarrow \Omega^\dagger = VS^{-1}U^\top.
\]

### 2.6.2 Cluster Adaptive Training

Cluster adaptive training (CAT) [36] assumes that the training data can be grouped into clusters of sources whose statistical characteristics are similar. CAT has been developed in the context of ASR, and is based on the concept of eigenvoices [30]. The principle of this method is to consider a set of models \((1, \ldots, K)\), in general obtained by clustering source-dependent (in the case of ASR, speaker-dependent) models, and to generate any new source-dependent GMM using a linear combination of the cluster parameters. Each mean vector \( \mu \) is expressed as a weighted sum \( \lambda_1, \ldots, \lambda_K \) of the cluster mean vectors \( \mu_1, \ldots, \mu_K \):

\[
\mu = \sum_{k=1}^{K} \lambda_k \mu_k.
\]

In compact form, this can be written using a vector of concatenated means \( M = [\mu_1^\top \ldots \mu_N^\top]^\top \) for each mixture, a weight vector (which can include a bias term) \( \Lambda = [\lambda_1 \ldots \lambda_K]^\top \), and a matrix \( E = [M_1 \ldots M_K] \) whose columns are the concatenated means for each cluster:

\[
M = EA.
\]

CAT alternatively optimizes the cluster means and the individual weights to come up with a global ML estimate of the model. A typical way to generate cluster models [30] is to perform principal component analysis (PCA) on a large collection of source-dependent models. There is no sound foundation to this, except for the fact that PCA optimizes some form of MSE on the mean parameters, and thus the initial cluster models will have a reasonable likelihood [81].
The weights $\Lambda$ can be estimated by setting
\[
\frac{\partial Q(E\Lambda)}{\partial \Lambda} = 0.
\]
Solving this equation leads to the following system:
\[
G = \sum_{i=1}^{N} w_i E^\top \bar{\Sigma}_i^{-1} E,
\]
\[
K = \sum_{i=1}^{N} w_i E^\top \bar{\Sigma}_i^{-1} \bar{M},
\]
\[
\Lambda = G^{-1} K.
\]
Here, $\bar{M}$ is the ML estimate of the means using the sufficient statistics drawn from the training data. For each source, the sufficient statistics need to be accumulated and a $K \times K$ matrix needs to be inverted ($K^3$ operations). Maximizing the likelihood across sources with source cluster prior $\gamma(s)$
\[
\sum_s \gamma(s) \frac{\partial Q(M(s))}{\partial E} = 0
\]
yields in the diagonal covariance case:
\[
G = \sum_s \gamma(s) \Lambda(s) \Lambda(s)^\top,
\]
\[
K = \sum_s \gamma(s) M(s) \Lambda(s)^\top,
\]
\[
E = KG^{-1}.
\]
In order to avoid the diagonal covariance limitation, a preconditioning of the parameters identical to the one used in Section 2.6.1 can be used:
\[
M' = [\mu_1^\top \ldots \mu_N^\top]^\top = E' \Lambda',
\] (2.19)
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with, as before,

$$\mu'_i \equiv \sqrt{w_i} L_i^{-1} \mu_i.$$ 

Because the preconditioning turns the ML estimation into a MMSE estimation, the PCA decomposition used is also a ML cluster estimation: by performing PCA on a collection of models, the likelihood of these models in the space of reduced dimensionality is maximized, i.e. given a collection of source-dependent models $M_{(s)}$ and a dimensionality $K$, the set $E_k$ of bases functions obtained by PCA minimizes

$$E_{(s)} \left( \| M_{(s)} - E_k E_k^\top M_{(s)} \|^2 \right) = -E_{(s)} \left( Q(E_k E_k^\top M_{(s)}) \right).$$

Using this model, the weight optimization can be expressed as

$$\frac{\partial Q(E'\Lambda')}{\partial \Lambda'} = 0 \Rightarrow (M' - \bar{M}')^\top E' = 0.$$ 

This means that the maximum likelihood estimate of the transformed mean is the orthogonal projection of the transformed mean on the basis $E$:

$$\Lambda' = E'^\top \bar{M}'.$$

Since only the adapted means are of interest, the projection matrix can be computed once for all sources:

$$P = E'E'^\top M' = P\bar{M}'.$$

The only computations left are the whitening of the means and the projection. In practice, this scheme scales much better as the number of sources and/or clusters grow. In order to reestimate the cluster, no covariance structure needs to be assumed. In addition, the priors are included into the transform. The differentiation is straightforward:

$$\sum_s \frac{\partial Q(M_{(s)})}{\partial E'} = 0 \Rightarrow \sum_s (M'_{(s)} - E'\Lambda'_{(s)})\Lambda'^\top_{(s)} = 0,$$
yielding

\[ G' = \sum_s \Lambda'(s)\Lambda'(s)^\top, \]

\[ K' = \sum_s M'(s)\Lambda'(s)^\top, \]

\[ E' = K'G'^{-1}. \]

On the surface, this result is very much identical to the standard CAT. However, one can take a slightly different look at the equation by realizing that if we organize the weights and source means in matrix form

\[ \Lambda = [\Lambda(1) \ldots \Lambda(S)], \quad \Gamma = [M(1) \ldots M(S)]. \]

Then we have

\[ G' = \Lambda\Lambda^\top \]
\[ K' = \Gamma\Lambda^\top \]

And thus the system can be rewritten as

\[ E = \Gamma\Lambda^\top(\Lambda\Lambda^\top)^{-1}. \]

Another way to show this is to consider the equation that ties the basis functions and the speaker mean vectors

\[ E'\Lambda = \Gamma. \]

This is an overdetermined system, which can be solved using a Moore-Penrose pseudo-inverse [2]: \( \Lambda^\dagger = \Lambda^\top(\Lambda\Lambda^\top)^{-1} \), which minimizes \( \|\Gamma - \bar{\Gamma}\|^2 \); i.e. maximizes the likelihood of \( \Gamma \). This yields a potentially more efficient method for computing the cluster means. The pseudo-inverse can be computed using singular value decomposition

\[ \Lambda = USV^\top \quad \Rightarrow \quad \Lambda^\dagger = VS^{-1}U^\top. \]
Note that a bias term $b$ that captures the average behavior of the mixtures can be included as follows:

$$
\Lambda_* = [\Lambda'\top \mathbf{1}]\top, \quad E'_* = [E' \ b], \quad E'_* = \Gamma \Lambda_\star^\top.
$$

### 2.6.3 Maximum a Posteriori Adaptation

The simplest form of maximum a posteriori (MAP) adaptation [38] of parameters $(\mu, \Sigma)$ to adapted estimates $(\mu', \Sigma')$ based on the sufficient statistics $(\bar{\mu}, \bar{\Sigma})$ of the adaptation data, uses a smoothing parameter $\alpha$, and can be written as

$$
\mu' = \mu + \alpha(\bar{\mu} - \mu),
$$

$$
\Sigma' = (1 - \alpha)\Sigma + \alpha\bar{\Sigma} + \alpha(1 - \alpha)(\bar{\mu} - \mu)(\bar{\mu} - \mu)\top.
$$

With no constraint on the covariance parameters, the covariance adaptation is thus straightforward. However, if semi-tied covariances or a MIC model are used, the situation is complicated by the fact that reestimating the model parameters given the full covariance estimate might not be simple. In addition, one might want to avoid having to resort to storing the full covariance sufficient statistics to be able to perform the adaptation.

One solution to this issue is to consider the adaptation of the Gaussian-dependent parameters exclusively, as opposed to attempting to adapt all the parameters in the model. In the semi-tied covariance case, this means keeping the global transform constant and only adapting the diagonal matrix parameters. In the MIC case, this means only adapting the weights of the mixture.

In the semi-tied case, the covariance can be written as

$$
\Sigma = ADA\top.
$$
The covariance adaptation can be written

\[
AD' = (1 - \alpha)ADA^\top + \alpha \Sigma + \alpha(1 - \alpha)(\bar{\mu} - \mu)(\bar{\mu} - \mu)^\top \\
D' = (1 - \alpha)D + \alpha A^{-1}\bar{\Sigma}A^{-1} + \alpha(1 - \alpha)A^{-1}(\bar{\mu} - \mu)(\bar{\mu} - \mu)^\top A^{-1}.
\]

It is easy to show that the ML estimate of \(D\) given \(A\) and the sufficient statistics \(\bar{\Sigma}\) is

\[
\bar{D} = \text{Diag}(A^{-1}\bar{\Sigma}A^{-1}).
\]

Thus, denoting by \(d_k\) the diagonal components of \(D\), the system of equations resulting from the diagonal terms of the previous equation is

\[
d'_k = (1 - \alpha)d_k + \alpha d_k + \alpha(1 - \alpha)\nu_k,
\]

with \(\nu_k\) diagonal elements of

\[
N = \text{Diag}(A^{-1}(\bar{\mu} - \mu)(\bar{\mu} - \mu)^\top A^{-1}).
\]

One can rewrite semi-tied covariances in the form of a MIC model using the rows \(\eta_k\) of \(A^{-1}\) as

\[
A^\top D^{-1}A^{-1} = \sum_k \frac{1}{d_k} \eta_k \eta_k^\top = \sum_k \frac{1}{d_k} \Psi_k.
\]

Using this notation,

\[
\nu_k = (\bar{\mu} - \mu)^\top \eta_k \eta_k^\top (\bar{\mu} - \mu).
\]

Thus, the covariance adaptation can be rewritten in terms of the \(d_k\) and \(\Psi_k\) only:

\[
d'_k = (1 - \alpha)d_k + \alpha \bar{d}_k + \alpha(1 - \alpha)(\bar{\mu} - \mu)^\top \Psi_k(\bar{\mu} - \mu).
\] (2.20)

This means that the weights can be updated using the reduced sufficient statistics \(\bar{d}_k\).

Unfortunately, the situation for the general MIC model is not as simple. One can...
easily show that Equation 2.20 still holds in the general MIC case if

\[ d_k = \text{Tr} \left( \Psi_k \Sigma \right). \]

This means that unlike the semi-tied case, there is no closed form solution for the Gaussian-dependent parameter reestimation problem. Given the sufficient statistics \( d_k' \) computed using 2.20, one still need to solve the set of non-linear equations

\[ d_k' = \text{Tr} \left( \Psi_k \left[ \sum \lambda_i \Psi_i \right]^{-1} \right). \]

This can be achieved efficiently using the Newton algorithm described in Section 2.5.2.

### 2.7 Conclusion

The MIC model is a flexible simplified representation of the covariance matrices in a GMM, which is very suitable to a compact representation and fast computations. Through a parametric compression of the covariances, it captures redundancies across components of the GMM, and reduces greatly the parametric complexity of the model. In Chapter 6, we will show that, in the case of ASR, this parametric reduction can be very large, without any cost in the accuracy of the overall model. ML estimation of the model can be conducted using efficient convex optimization algorithms with guaranteed convergence properties. Adaptation of GMM based on a MIC model is also possible with appropriate modifications to the algorithms typically used with diagonal covariance models.
Chapter 3

Variable Length MIC

When using the MIC model, the evaluation of a Gaussian log-likelihood amounts to a scalar product between an extended feature vector and a parameter vector, both of which have dimensionality $D + K$, where $D$ is the input feature dimensionality, and $K$ is the number of prototypes. Given this $D + K$ complexity cost, it is natural to consider optimizing the number of prototypes used on a per-Gaussian basis, so that at a given average complexity level $D + \bar{K}$, Gaussians requiring a more detailed approximation can use a larger number of prototypes than those needing only a coarse approximation. Solving the variable length problem turns the MIC estimation into a constrained maximum likelihood estimation, which requires several notable modifications to the algorithm [77].

The variable-length MIC model can be expressed concisely as

$$\Sigma_i^{-1} = \sum_{k=1}^{K_i} \lambda_{k,i} \Psi_k.$$  

Note that $K_i$ is now an additional discrete Gaussian-dependent parameter in the model. Because adding additional prototypes can only improve the likelihood of the model, the addition of this parameter turns the ML estimation into a constrained problem.
3.1 Model Estimation

Denoting by $\mathbf{K} = [K_1 \ldots K_M]^\top$ a vector listing for $i \in [1, M]$ the length $K_i$ of the MIC decomposition of Gaussian $i$, the variable-length estimation problem can be expressed as:

Maximize $Q(\Psi, \Lambda, \mathbf{K})$, subject to:

- a complexity constraint for the average per-Gaussian computational cost:

$$E[K_i] = \bar{K}$$

This constraint fixes the average per-Gaussian complexity in the model, and thus the average amount of CPU spent on computing individual Gaussians,

- a complexity constraint for the front-end overhead:

$$K_i \leq K_{\text{max}}$$

This constraint limits the number of additional feature components $\omega_k$ which need to be computed upfront,

- a feasibility constraint:

$$K_{\text{min}} \leq K_i$$

$K_i$ should be at least 1 for the MIC decomposition to be defined, but $K_{\text{min}} > 1$ might also be used for practical reasons discussed later.

In a manner similar to variable rate vector quantization [41, Chapter 17], the length optimization will be carried out iteratively within the MIC reestimation framework:

1. maximize $Q(\Psi|\Lambda, \mathbf{K})$ subject to $\forall \Sigma_i \succ 0$,

2. maximize $Q(\Lambda|\Psi, \mathbf{K})$ subject to $\forall \Sigma_i \succ 0$, 
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3. maximize $Q(K | \Psi, \Lambda)$ subject to $E[K_i] = \bar{K}$ and $K_{\min} \leq K_i \leq K_{\max}$.

Steps 1, 2 and 3 are iterated until the $Q$ function reaches its maximum. The optimization becomes an instance of a tri-level alternating optimization [46]. The first two steps are not different from the fixed-length case. The last one is more difficult: once the optimal $\Psi$ and $\Lambda$ have been found for a given set of lengths $K^*$, then we only know $Q(\Psi, \Lambda, K^*)$. From this data point, deducing the rest of the function $Q(\Psi, \Lambda, K)$ for an arbitrary $K_i$ in order to optimize it, requires finding an optimal set of weights for every $K$. This is prohibitively expensive, since we need to re-run a descent algorithm akin to step 2 for each Gaussian and each value of $K_i$. Even a search strategy around $K^*$ would be complex, since there is no guarantee that the function $Q_i$ for a given Gaussian $i$ is convex in $K_i$.

We can, however, model $Q$ given the information we know about it. Section 3.1.1 describes a parametric model used to represent $Q$ for the purposes of this optimization. The model used is convex, which turns the maximization into a constrained convex optimization problem, which is solved in Section 3.1.2.

### 3.1.1 Parametric Model of $Q$

Let us assume that an initial length vector $K^*$ is known, and that steps 1 and 2 were run to estimate

$$
\Sigma_{i,K^*}^{-1} = \sum_{k=1}^{K^*} \lambda_{k,i} \Psi_k.
$$

We know several things about $Q = \sum_i w_i Q_i(\Psi, \Lambda_i, K_i)$:

- Since the likelihood can only be improved by adding components, $Q_i$ is increasing with $K_i$. 
• $Q_{i,K^*} = Q_i(\Psi, \Lambda_i)$ is known for the current length:

\[
Q_{i,K^*} = \log |\Sigma_{i,K^*}^{-1}| - \text{Tr} \left( \Sigma_{i,K^*}^{-1} \Sigma_{i,K^*} \right) \\
= \log |\Sigma_{i,K^*}^{-1}| - \sum_{k=1}^{K^*} \lambda_{k,i} \text{Tr} (\Psi_{k} \Sigma_{i,K^*}) .
\]

Since the model is estimated using maximum likelihood, the gradient in Equation 2.4 is zero, and

\[
Q_{i,K^*} = \log |\Sigma_{i,K^*}^{-1}| - \sum_{k=1}^{K^*} \lambda_{k,i} \text{Tr} (\Sigma_{i,K^*}^{-1} \Sigma_{i,K^*}) \\
= \log |\Sigma_{i,K^*}^{-1}| - \text{Tr} \left( \Sigma_{i,K^*}^{-1} \Sigma_{i,K^*} \right) \\
= \log |\Sigma_{i,K^*}^{-1}| - D.
\]

• $Q_{i,1} = Q(\Psi_0, \Lambda_i, 1)$ can be found analytically:

We know from Section 2.5.2 that

\[
\Lambda_i = \Lambda_{i,0} + U \Lambda_i',
\]

where $\text{Rank}(U) = K_i - 1$. Thus if $K_i = 1$, then

\[
\Lambda_i = \Lambda_0 = \frac{D}{\text{Tr}(\Psi_0 \Sigma_i)} .
\]

Thus

\[
Q_{i,1} = \log \left| \frac{D}{\text{Tr}(\Psi_0 \Sigma_i)} \Psi_0 \right| - D .
\]

• In the limit, when the number of weights reaches the number of parameters in the full covariance matrix, at $K_{\text{lim}} = \frac{D(D+1)}{2}$, the ML estimate of the covariance is reached exactly:

\[
Q_{i,\text{lim}} = Q_i(\Psi, \Lambda_i, K_{\text{lim}}) = \log |\Sigma_i^{-1}| - D .
\]
From this information, we can build a parametric model of $Q_i$ for all length $K \in [1, K_{\text{lim}}]$. Figure 3.1 shows how $Q$ behaves on average across all Gaussians in a test GMM used in acoustic modeling.

![Figure 3.1: Plot of $\log(Q_K - Q_1)$ against $\log \log K$. The approximately affine relationship suggests a simple parametric model for the Gaussian likelihood as a function of $K$.](image)

This suggests that a reasonable model for the likelihood would be linearly connecting $\log(Q_K - Q_1)$ with $\log \log K$. For this reason, in the following we used the parametric model

$$Q_i(K) = Q_{i,1} + \alpha_i \log K^{\beta_i}.$$  

The two free parameters $\alpha_i$ and $\beta_i$ can be computed for each Gaussian $i$ using a regression on the known values of $Q_i$: $Q_{i,K^*}$ and $Q_{i,\text{lim}}$. Using $\tau_k = \log \log K_k$, the
parameters are
\[
\log \alpha_i = \frac{\tau_\infty \log(Q_{i,K^\ast} - Q_{i,1}) - \tau_{K^\ast} \log(Q_{i,\infty} - Q_{i,1})}{\tau_\infty - \tau_{K^\ast}},
\]
\[
\beta_i = \frac{\log(Q_{i,\infty} - Q_{i,1}) - \log(Q_{i,K^\ast} - Q_{i,1})}{\tau_\infty - \tau_{K^\ast}}.
\]

### 3.1.2 Convex Optimization

The MLE process can now be formulated as:

- maximize: \( Q(K) = \sum_i w_i \alpha_i (\log K_i)^\beta_i \),
- subject to: \( \sum_i w_i K_i = \bar{K} \) and \( K_{\min} \leq K_i \leq K_{\max} \).

We will use standard convex optimization methods to solve the problem. First, let us assume that the constraints are not present. In that situation, a standard Newton algorithm can be used to optimize \( Q \) [15, Chapter 9]. For that, we compute the gradient \( \nabla \) with respect to \( K \) and the Hessian \( H \):

\[
\frac{\partial Q(K)}{\partial K_i} = \frac{w_i \alpha_i \beta_i (\log K_i)^{\beta_i - 1}}{K_i},
\]
\[
\frac{\partial^2 Q(K)}{\partial K_i \partial K_j} = \delta_i^j w_i \alpha_i \beta_i [\beta_i (\log K_i)^{\beta_i - 2} - (\log K_i)^{\beta_i - 1}] K_i^2.
\]

Note that the Hessian is diagonal here. For simplicity we will denote by \( R \) the diagonal of the inverse of the Hessian. Denoting by \( \ast \) the Kronecker product of two vectors, the Newton update can be written as

\[
\Delta K = -R \ast \nabla.
\]

The equality constraint \( \sum_i w_i K_i = \bar{K} \) is linear. Denoting by \( \Pi \) the vector of priors, the constraint can be written as

\[
\Pi^T K = \bar{K}.
\]
The Newton update can be modified simply to incorporate it as follows [15, Chapter 10]. Denoting \( U = R \ast \Pi \),

\[
\Delta_K = \frac{U^\top \nabla}{U^\top \Pi} U - R \ast \nabla.
\]

This modification still bears the same convergence properties as the unconstrained update, but preserves the equality constraint by forcing the update to happen in the hyperplane orthogonal to \( \Pi \). Indeed we have that

\[
\Pi^\top \Delta_K = 0,
\]

and thus if \( \Pi^\top K = \bar{K} \), then \( \Pi^\top (K + \Delta_K) = \bar{K} \).

In order to enforce the inequality constraints, we use a barrier method [15, Chapter 11]. The idea is to augment the function to optimize with a family of barrier functions which satisfy the inequality constraints by design. The family \( \phi(K)/t \) parameterized by a parameter \( t \) is such that when \( t \to +\infty \), the function goes to 0 everywhere in the admissible space, and to \(-\infty\) outside of it. Instead of optimizing \( Q(K) \) directly, \( t \) is fixed to some finite value, and \( Q(K) + \phi(K)/t \) is optimized by only taking the equality constraints into account. \( t \) is then increased and the optimization iterated until convergence. This turns the overall problem into a succession of problems which only involve equality constraints, and which we know how to solve.

Here we use the simple log barrier function to ensure \( K_{\text{min}} \leq K_i \leq K_{\text{max}} \):

\[
\phi(K) = \log(K - K_{\text{min}}) + \log(K_{\text{max}} - K).
\]

The length allocation algorithm runs after each iteration of the weight reestimation. Figure 3.2 shows the likelihood increase during a given run of the length optimization on data used in the experiments described in Chapter 6. The first sharp rise in likelihood happens as the Newton algorithm is run for a fixed barrier factor \( t \) and corresponds to the initial optimization starting from a uniform length distribution. The second likelihood increase corresponds to the barrier factor being slowly increased, bringing the constrained length distribution closer to its global optimum.
Figure 3.3 shows how the allocation algorithm distributes the weights to the various covariances in the GMM in an acoustic model used in the same experiments.

Since fewer than 27 weights are used on average, the total number of prototypes that need to be evaluated at each input frame of speech might be less than 27 as well. Thus if the front-end computation is implemented in a lazy way, substantial computational savings can be obtained in addition to the reduction in per-Gaussian computations.

3.2 Conclusion

This chapter demonstrates that the MIC model can be improved by optimizing the degree of precision by which covariances are approximated on a per-covariance basis instead of globally. An efficient constrained MLE algorithm was proposed to perform this per-covariance weight allocation.
3.2. CONCLUSION

Figure 3.3: Histogram of the number of weights allocated per Gaussian by the MLE algorithm. Here, the average number of weights is set to 12, the minimum 2 and the maximum 27.
Chapter 4

Subspace Factored MIC

A very powerful extension of the basic MIC model can be defined in the case of probability densities which, at the component level, can be assumed to be the product of independent or near-independent distributions. In this situation, the covariance matrices of the mixture components will have a block-diagonal structure. Note that we do not require the complete distribution to be (near-)independent, since the different mixture components can still model correlated events. However, the limit case of a distribution which is globally the product of independent distributions is useful to illustrate the following point: if the probability density in one of the independent subspaces bears no relationship with the density in distinct subspaces, then there is no modeling benefit at clustering the distinct subspaces jointly.

Let us thus consider a block-diagonal model, with an independent set of prototypes and bases for each sub-block. Considering $L$ covariance sub-blocks of dimensionality $D_l$, the model is

$$
\Sigma^{-1}_{i,l} = \sum_{k=1}^{K_l} \lambda_{k,i,l} \Psi_{k,l}.
$$

The advantages of this model are multiple. First, the global estimation problem is decomposed into multiple, lower-dimensional problems that will be less expensive to solve. In addition, the cost of evaluating the log-likelihood of a subspace-factored model is lower. The last advantage is of combinatorial nature: a block-diagonal
system with $L$ subspaces and $K$ prototypes per subspace contains implicitly $K^L$ “full” prototypes, while only requiring $K \times L$ weights per Gaussian. As a result, for a given number of Gaussian-specific parameters, the subspace-factored model can make use of a larger collection of prototypes than its single-block counterpart.

This means that if the independence of the distinct subspaces can be assumed, there is a modeling benefit in using a block diagonal model instead of a full covariance model. This subspace decomposition method is known in coding as partitioned VQ [41, Section 12.8] which is the simplest instance of a product code. In ASR, this has been used to revive the concept of VQ-based acoustic modeling using discrete mixture hidden Markov models (DMHMM) [26], which compare well with standard hidden Markov models (HMM) which use GMM as underlying density models, and allow for a more compact representation of cepstral parameters [25]. In GMM/HMM systems, the same idea has been exploited by performing subspace clustering of the Gaussians in a mixture [59].

The training of the a subspace-factored model amounts to reestimating at each iteration of the EM algorithms all the MIC parameters in each subspace independently. Since the CPU cost of training the model is very non-linear in the dimensionality, the amount of computations required to train a subspace-factored model is much smaller that the amount required to train a full MIC model. This means that under appropriate independence assumptions, the SFMIC model training can scale to much larger input dimensionalities than the simple MIC model.

## 4.1 Factorization of Arbitrary Subspaces

The simple subspace-factored approach implicitly assumes that the independent subspaces to be modeled correspond to distinct groups of feature components, which cause the subspaces considered to be:

- orthogonal to each other,
- parallel to feature components.
The diagonal covariance model, which can be seen as a SFMIC model with $K_l \equiv 1$ makes similar assumptions. It has been shown that some modeling benefits could be obtained by removing both these assumptions. The factored sparse inverse covariance matrices model [11] removes the orthogonality assumption (see Section 1.4), and the semi-tied model [35] removes both while keeping the same underlying diagonal model. In this section, a similar model built around the SFMIC model is introduced. This approach allows the SFMIC method to be used on arbitrary subspaces. In addition, the subspaces which are most suitable for being modeled independently can be derived automatically using a ML estimation procedure.

4.1.1 Transformed SFMIC

In the vein of semi-tied models, the basic principle is to add a transform of the global space to the subspace-factored model. The motivation here is to capture the average correlation structure of the data, while still using a block-diagonal approach to model more finely subcomponents of the features which are meaningful. Let us assume that we have a real matrix $U$, and let us express the covariance as

$$\Sigma_i^{-1} = U^T \Phi_i U,$$

where $\Phi_i$ is a MIC decomposition whose prototypes live in smaller subspaces (i.e. are zero except for a square block along the diagonal).

The Gaussian evaluation becomes, using the notations of section 2.4:

$$\omega : \quad \omega_k = \frac{1}{2} (U \omega) ^T \Psi_k (U \omega),$$

$$\nu = -\Phi_i U \mu,$$

$$\omega' = \begin{bmatrix} U \omega \\ \omega \end{bmatrix},$$

$$\nu' = \begin{bmatrix} \nu \\ \Lambda \end{bmatrix}.$$
4.1. FACTORIZATION OF ARBITRARY SUBSPACES

This model thus adds one matrix transform per input vector to the total computational cost of evaluating a GMM.

4.1.2 Model Estimation

The estimation of the model parameters is much simplified if one assumes as in [11] that the transform \( U \) is unit triangular. Let us consider the problem of finding \( U \) and \( \Phi_i \) such that:

- \( U \) is unit triangular, implying that \(|U| = 1\),
- \( U^T \Phi_i U \) is a maximum likelihood estimate of \( \Sigma_i^{-1} \),
- \( \Phi_i \) is block diagonal.

Note that for simplicity, we do not force \( \Phi_i \) to be estimated using MIC, the assumption being that whatever the matrix \( \Phi_i \) becomes as a result of this joint estimation, it will be then approximated using a SFMIC model. The auxiliary function of the EM reestimation can be written as

\[
Q = \sum_i w_i \left[ \log |U^T \Phi_i U| - \text{Tr}(U^T \Phi_i U \bar{\Sigma}_i) \right]
= \sum_i w_i \left[ \log |\Phi_i| - \text{Tr}(\Phi_i U \bar{\Sigma}_i U^T) \right].
\]

Let us denote by \( \mathcal{B} \) the operator which zeroes out components outside of the subspaces modeled by \( \Phi_i \). From the \( Q \) function above, given a fixed transform \( U \), the maximum likelihood estimate of \( \Phi_i \) can be computed by replacing the sufficient statistics \( \bar{\Sigma}_i \) with \( U \bar{\Sigma}_i U^T \). Thus

\[
\bar{\Phi}_i = \mathcal{B}(U \bar{\Sigma}_i U^T)^{-1}.
\]
Conversely given $\Phi_i$, the maximum likelihood estimate of $U$ can be computed analytically. Let us denote

$$U = I - B,$$

with $B$ strictly upper triangular:

$$\frac{\partial Q(\Psi, \Lambda, U)}{\partial U} = -\sum_{i=1}^{M} w_i \frac{\partial \text{Tr}(U^\top \Phi_i U \bar{\Sigma}_i)}{\partial U}$$

$$= -2 \sum_{i=1}^{M} w_i \Phi_i U \bar{\Sigma}_i,$$

which translates into

$$\sum_{i=1}^{M} w_i \Phi_i B \bar{\Sigma}_i = \sum_{i=1}^{M} w_i \Phi_i \bar{\Sigma}_i,$$

which is a linear system of equations. With $k < l$, and denoting $\phi_{i}^k$ the entries of $\Phi_i$ and $\bar{\sigma}_{i}^j$ the entries of $\bar{\Sigma}_i$, the system can be written using:

$$\tau_{k,m,j,l} = \sum_{i=1}^{M} w_i \phi_{i}^k \bar{\sigma}_{i}^j,$$

$$\xi_{k,l} = \sum_{i=1}^{M} w_i \sum_{j} \phi_{i}^j \bar{\sigma}_{i}^j = \sum_{j} \tau_{k,j,j,l},$$

$$\sum_{j} \sum_{m<j} b_{m,j} \tau_{k,m,j,l} = \xi_{k,l}.$$

As a consequence, we can proceed iteratively with the parameter estimation:

1. Set $U^0 = I$,

2. $\Phi_i^0 = B(\bar{\Sigma}_i)^{-1}$,
3. $U^1$ is estimated from the $\Phi_i^0$ and $\bar{\Sigma}_i$ using Equation 4.1,

4. $\Phi_i^1 = \mathcal{B}(U^1 \bar{\Sigma}_i U^1\top)^{-1},$

5. iterate until convergence.

The case of a full matrix $U$ transform is more complex, akin to the semi-tied reestimation process. The notable difference is that $Q(U)$ is not quadratic in the general case, which means that a convex optimization method needs to be applied to reestimate $U$.

### 4.2 Multiresolution Subspace Factorization

Weaker constraints can be put on the model by only assuming that some of the correlations require a lesser degree of precision in the modeling than others. This leads to the idea of a model which interpolates between SFMIC models with different subspace configurations. Let us assume that $\Phi_1, \ldots, \Phi_R$ are a collection of SFMIC models for a given inverse covariance matrix $\Sigma^{-1}$. An interpolated model of the inverse covariance can be expressed with weights $\pi_1, \ldots, \pi_R \in [0, 1]^R$ ($\sum_r \pi_r = 1$), as

$$\Sigma^{-1} = \sum_{r=1}^{R} \pi_r \Phi_r.$$  

The weights $\pi_r$ can be multiplied with the weights of the corresponding SFMIC model $\Phi_r$, leading to an expansion to the inverse covariance matrix into a linear combination of prototypes living in different, not necessarily overlapping, subspaces. Because, formally, this model can be viewed as an instance of the general MIC model with some subspace constraints on the prototypes, the training algorithm is unchanged. Depending on the actual structure of the subspaces considered, however, there might not be the possibility of training independent subspaces separately, which makes the training of a multiresolution SFMIC model not significantly faster than the training of a MIC model.
Chapter 5

Automatic Speech Recognition

5.1 Introduction

Automatic speech recognition [51, 68] has been studied for several decades, but only in the last ten years has it been able to become a real-world technology with a significant commercial market, largely through the development of large data corpora and large scale statistical modeling tools.

An ASR system comprises several distinct functional modules:

1. A speech input channel: the input channel converts the sound pressure wave into an analog waveform, which in turn is digitized. The input channel is very often critical to the robustness of the ASR system. Advanced channels also perform voice activity and endpoint detection in order to isolate speech segments from the background audio input and reduce the data rate of the digital signal sent to the recognizer. In other systems, the endpoint determination is done at a later stage in order to take advantage of the processing done by the recognizer to improve its accuracy.

2. A feature extraction module: the feature extraction converts the digital waveform into a sequence of features which are deemed representative of the speech signal and will serve as the basis for the statistical analysis. These features often use psychoacoustic [87], articulatory [53] or phonetic considerations to
isolate meaningful features of the signal. In its simplest form, the front-end can be a simple discrete time filterbank over the range of frequencies spanned by speech followed by some normalization of the extracted energy spectrum. Commonly used front-ends include Mel filter-bank cepstral coefficients (MFCC)[20], perceptual linear prediction (PLP) [47] and RASTA/PLP [48].

3. An acoustic model: the acoustic model probabilistically matches the feature sequence to a phonetic representation of the utterance. The structure of acoustic models will be examined in more detail in Section 5.2.

4. A dictionary: the dictionary links a phonetic sequence to a word. Typically dictionaries are hand-crafted by linguist experts, but more and more often (semi-)automatic methods are being developed to learn pronunciations based on linguistic rules or statistical analysis of the phone / word relationships. In the case where no transcription is available, the phonetic sequence can also be directly derived from the acoustics of a set of sample recordings [73].

5. A language model [52, 60]: the language model constrains the space of possible sequences of words through rule-based or probabilistic models of the task. In doing so, it reduces the computational complexity of the model by dynamically determining a set of possible word sequences based on what is being uttered by the user. It also improves the accuracy of the system by eliminating nonsensical candidates that the acoustic pattern matching might hypothesize. The language model is usually tightly coupled with the acoustic model and the dictionary into a combined decoder which is the core of the ASR system.

6. A natural language (NL) processing module [60]: typically takes a word sequence as an input and outputs a semantic interpretation of it. The extent of the semantic analysis is tightly linked with the actual usage that is made of the ASR system. Simple NL models only perform keyword spotting, attaching an interpretation to an utterance solely based on the words it comprises. Other models perform statistical classification of whole phrases based on their word
components, or further refine the semantic tagging using a parser which provides the grammatical structure of the spoken utterance. The NL processing module is sometimes integrated with the actual language model since performing a semantic analysis can provide valuable information as to the probability of a word sequence to have been uttered.

7. A user interface [19, 63]: typically left out of the traditional perspective on ASR, voice user interface design is becoming a science driven by an increasing number of voice activated user interface studies in human computer interaction. The interface plays an important role in the perceived success rate of an ASR system [74]. It also interacts strongly with both the language modeling part of the system and the natural language processing component by shaping the discourse of the user in ways that influence the statistics of the language and the semantics of the input words.

The core of the speech decoder can be seen a maximum a posteriori (MAP) classifier [28, 68]. Consider a sequence of input features $o$ and a set of possible corresponding word sequences $w_1, \ldots, w_N$. The decoder needs to find the most likely word sequence $w^*$ based on $o$:

$$w^* = \arg\max_n p(w_n|o).$$

Using Bayes rule,

$$p(w_n|o) = \frac{p(o|w_n)p(w_n)}{p(o)},$$

so that

$$w^* = \arg\max_n p(o|w_n)p(w_n).$$

The term $p(o|w_n)$ is usually what is referred to as the acoustic model, and the term $p(w_n)$ as the language model. This simplified view folds the dictionary into the acoustic model, although sometimes it is more useful to look at the probability of a word
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sequence given its phonetic representation as a linguistic issue which resorts from language modeling.

5.2 Acoustic Modeling

The acoustic model maps the sequence of acoustic events, represented by the sequence of feature vectors extracted from the front-end, to the word sequence through a sequence of phonetic units. The phonetic units are connected but not necessarily identical to the phonemes constituting the words. The individual units can be syllables [83], acoustically-driven prototypes [73], or sub-phonetic units. Non-speech events such as silence or mouth noises also need to be represented as phonetic units in the case of continuous ASR.

For the purposes of this introduction, we will consider phonetic units as sequences of states $s_i$, and not concern ourselves with the nature of those states. In typical ASR systems, the recognizer can contain tens of thousand of these states, each modeling a very specific phonetic event. An example of such phonetic event could be: “the onset of phone /A/, when following phone /p/, and followed by phone /l/”. Different ASR systems use a variety of definitions for a given phonetic event [70]. The essence of acoustic modeling is thus to map a sequence of observations $o_1, \ldots, o_T$ to a sequence of states and compute

$$p(o|w_n) = p(o_1, \ldots, o_T|s_1, \ldots, s_N).$$

Various models are commonly used to represent this density [66], the simplest of which being the hidden Markov model (HMM) [50]. HMMs make strong assumptions about the dependency structure of both the state sequence and the acoustic observations:

- The state sequence is assumed to be Markov:

$$p(s_1, \ldots, s_N) = p(s_N|s_{N-1}) \ldots p(s_2|s_1).$$
The acoustic observations are assumed independent:

\[ p(o_1, \ldots, o_T) = p(o_1) \cdots p(o_T). \]

It is often considered a weakness of the HMM model to consider the acoustic observations as independent of each other. However, the short-term dependencies between observations are actually explicitly represented in general in the feature vector itself. Indeed, in addition to the spectral information, the feature vector usually comprises the first and second derivatives of those features computed across a small window of time. Another weakness is the Markovian structure of the state sequence. This assumption is perceived not to reflect the dependencies between successive phonetic events such as coarticulations. However, the state sequence very often models those contextual dependencies explicitly by using context-dependent phonetic units that take into account the surrounding phones as well as the current phone to define a state.

Using these assumptions, the complete sequence likelihood can be computed easily from the knowledge of two sets of parameters:

1. the state transition probabilities: \( p(s_j|s_i) \),

2. the state conditional densities: \( p(o_t|s_i) \).

The conditional probability of the full sequence can be expressed considering the set \( \mathcal{A} \) of all possible monotonic mappings of the time index \( t \) onto the state sequence \( a \in \mathcal{A} : t \in [1, T] \rightarrow i \in [1, N] \):

\[ p(o_1, \ldots, o_T|s_1, \ldots, s_N) = \sum_{a \in \mathcal{A}} \prod_{t} p(s_{a(t-1)}|s_{a(t)})p(o_t|s_{a(t)}). \]

In practice, one typically makes the Viterbi assumption which vastly simplifies the evaluation of this likelihood: the simplification amounts to assuming that the best alignment between the state and acoustic sequences dominates the sum, which means
that

\[ p(o_1, \ldots, o_T|s_1, \ldots, s_N) \sim \max_{a \in A} \prod_t p(s_{a(t-1)}|s_{a(t)})p(o_t|s_{a(t)}). \]

The computation of the conditional probability is turned into a best path search problem which can be solved efficiently using the Viterbi algorithm [31], which performs a dynamic programming over the sequence of possible states. The other advantage of the Viterbi algorithm is that the search can be performed jointly over all admissible state sequences in the model by considering the space of possible utterances \( w_n \) as a lattice of states instead of each one as a distinct linear state sequence. The search for a best path within this lattice, weighted by the language model contribution \( p(w_n) \), makes the decoding of the spoken utterance extremely efficient.

The state transition probabilities \( p(s_j|s_i) \) are typically simple probability masses, which can be efficiently estimated using the Baum-Welch reestimation algorithm [6]. What remains to be specified given the HMM structure is a model of the state conditional densities \( p(o_t|s_i) \). The simplest way of representing those state probabilities is to use a single Gaussian, in which case we can directly compute ML estimates for each state using the equations introduced in Section 1.2. However, unless the state structure is carefully designed for each state to be as Gaussian as possible [72], a simple Gaussian density is not sufficient to accurately model the state density. More complex approaches use for example neural networks [49, 13, 32] or frequency domain HMM [80]. The most popular model, however, is to use Gaussian mixture models (GMM).

### 5.3 GMM for Acoustic Modeling

The simplest method for using GMM as state probability densities is to treat each state as a separate probability density:

\[ p(o_t|s_i) = \sum_{j=1}^{M_i} w_j \mathcal{N}(o_t, \mu_{ij}, \Sigma_{ij}). \]
In order to train such a GMM, one can remark that a single HMM state $s_i$ modeled using a GMM density with $M_i$ Gaussians is formally identical to $M_i$ GMM states in parallel modeled using a single Gaussian each and with an input transition probability equal to the corresponding mixture weight. The Baum-Welch algorithm can thus be used to estimate, for each element $o_t$ of the input sequence, the probability $\gamma_{i,j,t}$ to correspond to the $j^{th}$ Gaussian in state $s_i$.

While it is sometimes useful to represent the HMM/GMM system as a network of single Gaussians, it is also possible to take the converse view and consider the whole collection of Gaussians in the system as a single large GMM, with individual states pointing at subsets of it through state-dependent mixture weights:

$$w_{k,j} = \begin{cases} \frac{1}{T} \sum_t \gamma_{i,j,t} & \text{if } k = i, \\ 0 & \text{otherwise.} \end{cases}$$

The motivation for taking this view is that now the individual Gaussians can be shared across states in a consistent manner. In general, using a dedicated GMM for each state is extremely expensive and rather inefficient. States are phonetically related to each other, making the GMM parameters very redundant across them. It is thus beneficial for the parametric complexity as well as the computational speed to share the Gaussian parameters. Several of these GMM tying schemes exist, each with different levels of granularity in the sharing [7, 23, 86]. Even though state-dependent mixture weights are used to generate the state densities, a global mixture weight representing the average prior of the Gaussian in the GMM can be computed using

$$w_j = \frac{1}{NT} \sum_i \sum_t \gamma_{i,j,t}.$$ 

Using this representation, the GMM/HMM model can be seen as a Markov random walk over individual Gaussians in a single large GMM. The training of the GMM part of the model is for all practical purposes identical to EM training, with the added complexity that the individual Gaussian occupancy probabilities $\gamma_{i,j,t}$ are obtained using the Baum-Welch algorithm applied to the HMM.
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MIC for Acoustic Modeling

In Chapter 2, we saw how the MIC model could be trained within the EM framework on large GMMs. In Chapter 5, we saw how the GMM in GMM/HMM acoustic models could be trained using EM based on the Gaussian component probabilities learned over the HMM network. In order to use MIC for acoustic modeling, one only needs to combine those two elements. When using the subspace factored approach, a choice has to be made as to which subspaces to use. Section 6.1 addresses this issue using a data driven analysis of the correlation structure of typical speech input features. Section 6.2 show performance results for the MIC, VLMIC and SFMIC models.

6.1 SFMIC and Acoustic Modeling

In order to take advantage of the subspace-factored approach, it is necessary to determine which correlation components can be discarded without any loss. The following analyzes the case of models based on MFCC [20] feature vectors, and demonstrates some non-intuitive results as to which components of the MFCC-derived covariance matrices are relevant. Section 6.2.6 will later show experimental results validating this approach.

The global structure of a covariance matrix resulting from a MFCC input vector is described in Figure 6.1.

Each component of the matrix models distinct types of correlations, some of which
can be qualified as *structural*, and others *incidental*. Structural correlations result from the way feature components are computed from each other, leading to dependencies between them. Incidental correlations are a result of the relationships between components preexisting in the data being modeled, independently of the front-end processing.

A good example of *structural* versus *incidental* correlation occurs when building MFCC derivatives out of the cepstral coefficients. Typically, for a given input observation $o(t)$ at time $t$, the derivative would be computed by applying a finite impulse response (FIR) filter onto the observation sequence such as depicted in Figure 6.2. The common features of the filters used are that they estimate the value of the signal at $t < 0$ and subtract it from an estimate of the signal at $t > 0$ over a small window. Note that here the current input $o(t)$ is not involved. As a consequence, any correlation arising between $\delta(t)$ and $o(t)$ would be *incidental*, i.e. would be providing
information about the relationship between consecutive frames of data.

When computing the second order derivatives, a typical profile would be as depicted in Figure 6.3. In this case, the component $o(t)$ is explicitly part of the expression of $\delta^2(t)$, and thus there will be a structural correlation between the $i^{th}$ MFCC component and its corresponding $\delta^2(t)$ component. These considerations generally hold regardless of the actual implementation of the computation of the derivatives, however the exact distribution of structural correlations depends highly on the specifics of the feature extraction. Figure 6.4 illustrates which components of the inverse covariance matrix are structurally large in magnitude in the situation just described.

![Figure 6.3: Profile of a FIR filter used to compute the cepstral second derivative from a sequence of observations. Note that the value of the input at $t = 0$ is heavily weighted by this type of filter, which implies that there will be structural correlations between the cepstrum and its second derivative.](image)

![Figure 6.4: Structural correlations in a typical MFCC-derived inverse covariance matrix. The large magnitude components are the result of the way the second-order derivatives are computed from the cepstral coefficients.](image)

The importance of this distinction lies into the following observation: while structural correlations are usually large in magnitude, they do not provide any real information about the data, and thus modeling those will not improve the model much. On the other hand, incidental correlations can be smaller in magnitude, but they
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bring information about the data, and explicitly representing these will improve the model.

To illustrate this point, the following experiments were carried out. Several otherwise identical acoustic models were trained using different covariance structures. The error rates of recognition experiments run using these acoustic models are reported in Figure 6.5. The test-set is described in Section 6.2.1. Each (■) represents a block of non-zero entries in the covariance matrix, while an empty cell denotes entries that were zeroed.

![Figure 6.5: Error rates for different covariance structures, ranging from diagonal (top-left) to full (bottom-right). Note that most of the gain results from modeling within-block correlations along the diagonal. Adding the block corresponding to correlations between cepstra and $\Delta^2$, most of which are structural, does not improve the accuracy significantly. Introducing correlations between cepstra and $\Delta$ improves the performance by a proportionally larger amount.](image)

From Figure 6.5, it is clear that modeling the correlations within blocks, i.e. incorporating the 3 blocks denoted $a$, $b$ and $c$ in Figure 6.1 into the model, is responsible for a large part of the benefits of full covariance modeling with respect to diagonal models. It is also clear that adding the correlations between cepstra and $\Delta^2$ (block $f$), which are large in magnitude but mostly structural, does not cause a significant decrease in error rate. On the other hand, incorporating correlations between cepstra and $\Delta$ coefficients (block $d$) brings the performance of a 2 block system close to the performance of a full covariance model.

In conclusion, it appears that three classes of models are of interest for MFCC-based system. These are the models whose error rate figures are underlined in Figure 6.5. The first model (on the lower right of the figure) is a full-covariance model, that will be referred to as a “1-block” model. The second one is a “2-block” model, one block modeling jointly the cepstra and $\Delta$ features, and the second modeling the $\Delta^2$. The third “3-block” model uses one block per group of features: cepstra, $\Delta$ and $\Delta^2$. 
6.2 Experiments

In this section, the MIC model is applied to a GMM used for acoustic modeling in a HMM-based continuous ASR system. A comparison against semi-tied covariances is carried out in Section 6.2.2. In Section 6.2.3, the accuracy gains are reported for MIC models at various levels of parametric complexity. Section 6.2.4 shows how much CPU time a benchmark implementation of the estimation algorithm takes. Section 6.2.5 shows the performance of the approximate estimation scheme introduced in 2.5.4. Section 6.2.6 reports results for the SFMIC model, and the speed / accuracy trade-off of both models is explored on a complete real-time ASR system in Section 6.2.7. Section 6.2.8 reports results for the VLMIC model, and finally the class-based approach is explored in Section 6.2.9.

6.2.1 Experimental Setup

The recognition engine used is a context-dependent HMM system with 3358 triphones and tied-mixtures based on genones [23]: each state cluster shares a common set of Gaussians, while the mixture weights are state-dependent. The system has 1500 genones and 32 Gaussians per genome. The test-set is a collection of 10397 utterances of Italian telephone speech spanning several tasks, including digits, letters, proper names and command lists, with fixed task-dependent grammars for each test-set. The features are 9-dimensional MFCC with Δ and Δ².

The training data comprises 89000 utterances. Each model is trained using fixed HMM alignments for fair comparison. The GMM are initially trained using full or block-diagonal covariances — depending on the MIC structure used — using Gaussian splitting (see Section 1.3.1). After the number of Gaussian per genome is reached using splitting, the sufficient statistics are collected and the MIC model trained in one iteration. For this reason, the performance results reported here are lower bounds on the accuracy that is achievable using the MIC model. Better performance would certainly be achieved by jointly optimizing the alignments and by reiterating the MIC training a few times.
The accuracy is evaluated using a sentence understanding error rate, which measures the proportion of utterances in the test-set that were interpreted incorrectly. The Gaussian exponent $\alpha$ (see Section 2.4) was globally optimized for each model on the entire collection of test-sets.

### 6.2.2 Comparison against Semi-Tied Covariances

The semi-tied covariance model [35] is a very closely related model to the MIC as discussed in Section 2.3. To compare the two approaches, the number of Gaussian-specific parameters in the GMM was kept constant (27) for the MIC and semi-tied models. Table 6.1 shows the error rate on the test-set described previously. The error rate reduction using the MIC model is more than 3 times the error rate reduction obtained with semi-tied covariances.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Error Rate</th>
<th>Relative Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagonal</td>
<td>9.64%</td>
<td>-</td>
</tr>
<tr>
<td>Semi-tied</td>
<td>9.24%</td>
<td>4.1%</td>
</tr>
<tr>
<td>MIC</td>
<td>8.29%</td>
<td>14.0%</td>
</tr>
</tbody>
</table>

Table 6.1: Error rates on a set of Italian tasks

### 6.2.3 Accuracy versus Complexity

Figure 6.6 shows how the model performs as the number of Gaussian-specific parameters change. The MIC model almost matches the performance of a full-covariance system with about 45 Gaussian-specific parameters. As few as 9 parameters are sufficient for the model to match the accuracy of the diagonal covariance system.

This demonstrates that, as expected from the fact that it is more general mathematically than both the diagonal and semi-tied model (see Section 2.3), the MIC model improves the power of a GMM model. It also adds an additional degree of freedom – the number $K$ of prototypes – which allows the system to efficiently trade off complexity against modeling accuracy. Finally, the model reaches a modeling precision equivalent to the precision of a full covariance model with far fewer parameters, which is an improvement upon the full GMM model which comes at no cost.
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Figure 6.6: Accuracy as a function of the number of Gaussian-specific parameters. The performance of the diagonal system is around 10%. As the number of Gaussian-specific parameters grows, the accuracy of the MIC approaches the accuracy of the full covariance model.

6.2.4 Complexity of the Estimation Algorithm

The theoretical complexity of the MIC estimation algorithm is difficult to assess exactly. In [15], it is suggested that for the Newton algorithm: “Once the quadratic convergence phase is reached, at most six or so iterations are required to produce a solution of very high accuracy”.

This is exactly what is observed during the weights reestimation, regardless of the dimensionality. The number of iterations of the prototype reestimation algorithm, as well as the total number of alternated optimizations, also appear to be rather independent of the dimensionality of the problem. This means that the complexity of a single step of the iteration process will predicate the complexity of the whole algorithm. The dominant computation is the matrix inversion when turning inverse
covariances into covariances to compute the gradients and Hessians. This computational cost is thus roughly $O(KMD^3)$, with $K$ the number of prototypes, $M$ the number of Gaussians, and $D$ the dimensionality.

In practice, this rough estimate corresponds well to the observed behavior. A benchmark C++ implementation of the MIC reestimation algorithm was tested on an Intel Pentium 4 machine running at 3 GHz, under the Sun Solaris 5.8 operating system. The results below correspond to running a single iteration of steps 3 through 11 of the algorithm in Table 1.1. In all cases, $M = 48000$. Figure 6.7 shows that the complexity is indeed linear in the number of prototypes. Figure 6.8 shows the non-linear growth of the number of computations as a function of the dimensionality of the problem. The estimation in any of these models was never longer than a few hours on a single CPU, which makes the algorithm practical for any comparable setup. For models with much larger dimensionalities, the cost of estimating the prototypes can become more of an issue. In this case, the SFMIC is a good alternative to explore, since its estimation complexity is linear in the number of subspaces, while being only non-linear in the (smaller) dimensionality of each subspace.

### 6.2.5 Progressive Estimation of the Weights

In Section 2.5.4, a fast approximate reestimation algorithm for the MIC weights has been presented. The performance of the algorithm compared with the maximum likelihood algorithm is presented in Table 6.2.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th># Prototypes</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>9</td>
<td>9.50%</td>
</tr>
<tr>
<td>Progressive</td>
<td>9</td>
<td>9.54%</td>
</tr>
<tr>
<td>ML</td>
<td>27</td>
<td>8.29%</td>
</tr>
<tr>
<td>Progressive</td>
<td>27</td>
<td>8.91%</td>
</tr>
</tbody>
</table>

Table 6.2: Comparison between weight reestimation algorithms

It appears that the accuracy loss due to the suboptimality of the progressive reestimation algorithm is limited when a small number of prototypes is used, while being
Figure 6.7: CPU time, in minutes, used during MIC estimation, on a 3 GHz machine, as a function of the number of prototypes in the system. The number of Gaussians is 48000, and the dimensionality 27.

much larger on longer decompositions. The rate of convergence of the complete progressive reestimation algorithm, including the prototype update, is also significantly slower, although the weight reestimation step is much faster.

### 6.2.6 SFMIC Experiments

From the analysis in Section 6.1, we would expect two things from a subspace-factored model using MIC:

1. In the limit of large number of Gaussian-specific parameters, the model should tend to the performance of a system where each Gaussian has a separate block-diagonal covariance (Figure 6.5). Thus its performance will be worse than a full covariance system.

2. In the limit of small number of Gaussian-specific parameters, the subspace-factored systems should outperform a full-covariance MIC system due to the
Figure 6.8: CPU time, in minutes, used during MIC estimation, on a 3 GHz machine, as a function of the dimensionality of the input vector. The number of Gaussians is 48000, and the number of prototypes 3.

The effect of having a much larger number of effective prototypes in the system for a same number of weights.

Figure 6.9 shows that it is indeed the case: with 9 parameters, the 3-block system performs as well as the 1-block system, and outperforms it with only 3 parameters, while the 2-block system outperforms the 1-block system up to approximately 16 Gaussian-specific parameters. In these experiments, the number of parameters allocated to each block was kept proportional to the block size, but the allocation scheme could also be optimized.

Note that because of the front-end computations, for a given number of Gaussian-specific parameters, the computational complexity of a 3-block system will be lower than the computational complexity of a 2-block system, which in turn will be lower than the computational complexity of a 1-block system. This means that in the limit of low number of Gaussian-specific parameters, although the accuracy of a 2-block system is comparable to the accuracy of a 3-block system, the latter will be
Figure 6.9: Accuracy as a function of the number of Gaussian-specific parameters for the 2-block and 3-block subspace-factored approach, compared with the 1-block full covariance system.

6.2.7 Speed versus Accuracy

In the following experiments, tasks with small perplexity, i.e. with a small average number of possible spoken utterances such as digit strings and “yes or no” confirmations, were benchmarked separately from the large perplexity ones such as names lists or business listing queries. Figures 6.10 and 6.11 show how various configurations perform in real-time environments, respectively on small and large perplexity tasks. Each curve depicts the performance of a given system at a various operating points obtained by varying the degree of pruning in the acoustic search. By using a tight pruning, the recognizer evaluates only a few alternative recognition hypotheses at any point in time, which causes the system to operate faster while increasing the error rate due to the larger number of correct recognition hypotheses which are potentially computationally more efficient.
discarded. On the other hand, a loose pruning causes the system to evaluate many more hypotheses, improving the accuracy while slowing down the system. Thus, by trading the number of search errors against the number of active hypotheses in the search, the accuracy of the system can be traded against its speed. Both the small and large perplexity test-sets are drawn from the Italian test-set described in Section 6.2.1, and contain respectively 5098 and 4612 utterances.

Figure 6.10: Speed / accuracy trade-off on a set of low-perplexity tasks. The error rate is plotted against the fraction of real-time CPU computations required to perform recognition.

Because of the larger front-end overhead incurred by systems using the MIC model with full covariances (1 block), the relative slowdown on test-sets with low perplexity is much larger than the slowdown on high-perplexity test-sets. Indeed, for small perplexity test-sets, the front-end computations are a much larger proportion of the total computational cost, and any additional cost in the front-end is significant. When using models with multiple blocks, this effect is much smaller and does not appear to influence the results. Thus, the faster 2-block systems scale with the perplexity of the task approximatively in the same way as the diagonal model does. The speed
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Figure 6.11: Speed / accuracy trade-off on a set of large-perplexity tasks for the same configurations as Figure 6.10.

improvement of a 3-block system (not plotted) compared to a 2-block system with similar complexity is never large enough to compensate for the loss in accuracy.

Typically, an optimally tuned recognizer would operate in the lower-right half of the speed/accuracy curve, close to the knee of the curve, where the efficiency of the system is maximized while not sacrificing accuracy by any significant amount. For both the small and large perplexity test-sets, the 9 parameter / 2 blocks system is the fastest model that would operate at the same level of accuracy as the baseline diagonal model at its optimal operating point. In both cases, the speed increase is about 10% at no cost in accuracy. In both cases as well, the full covariance MIC system is the most accurate at the same speed as the diagonal system at its optimal operating point. The accuracy gain without any slowdown is about 13% for the low-perplexity test-sets, and 8% for the high-perplexity test-sets.

Overall, the different model architectures allow for a wide range of operating points, and makes a system with an accuracy comparable to the accuracy of a full covariance MIC system (45 parameter / 1 block) reachable at an additional cost in
computations of approximately 50%. On the same test-set, the increase of computation incurred when using a full covariance model is approximately 1100%.

6.2.8 VLMIC Experiments

Table 6.3 shows the error rate achieved on the set of Italian tasks using several setups: the baseline model is a fixed-length model with 12 weights, which is compared with a variable-length model with the same average number of weights. In these experiments, only the genones corresponding to triphone models were trained using a variable-length optimization. The other genones in the system were trained with a fixed number of weights equal to the average number of weights. The variable-length model achieves an improved accuracy of about 5.6%. A fixed length model with the same total number of prototypes (18) achieves a 6.3% relative improvement on the same task.

Table 6.3: Error rates on a set of Italian tasks.

<table>
<thead>
<tr>
<th>Type</th>
<th>$K_{\text{min}}$</th>
<th>$K$</th>
<th>$K_{\text{max}}$</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagonal cov.</td>
<td></td>
<td>12</td>
<td></td>
<td>9.64%</td>
</tr>
<tr>
<td>Fixed length</td>
<td></td>
<td>12</td>
<td></td>
<td>9.25%</td>
</tr>
<tr>
<td>Variable length</td>
<td>2</td>
<td>12</td>
<td>15</td>
<td>9.04%</td>
</tr>
<tr>
<td>Variable length</td>
<td>2</td>
<td>12</td>
<td>18</td>
<td>8.73%</td>
</tr>
<tr>
<td>Fixed length</td>
<td></td>
<td>18</td>
<td></td>
<td>8.67%</td>
</tr>
</tbody>
</table>

This demonstrates that a better accuracy can be achieved with the same overall number of Gaussian-dependent parameters.

Figure 6.12 shows the speed / accuracy trade-offs attained by the variable-length models. Each curve displays the error rate against the speed of a given system when the level of pruning in the acoustic search is varied. The variable-length system with $K_{\text{max}} = 15$ matches the speed of the 12 weight, fixed-length model at aggressive levels of pruning, while leading to better accuracy for larger pruning thresholds. The variable-length system with $K_{\text{max}} = 18$ matches closely the accuracy of the 18 weight, fixed-length model at large pruning thresholds, while being faster at a given error rate at lower pruning levels. Overall, the variable length systems are capable of achieving
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...trade-offs that were not attained by the fixed-length models.

Figure 6.12: Speed / accuracy trade-off on the set of Italian tasks. The curves are generated by varying the level of pruning in the acoustic search.

6.2.9 Class-based Approach

Table 6.4 compares the performance of a 2-block system with systems for which the acoustic model is partitioned into a series of phonetically-derived classes. The gains obtained from using a class-based approach are small, and do not compare well to the gains that would be obtained by increasing the number of Gaussian-specific parameters. While it is possible that the phonetic clustering used here is sub-optimal, and that a more data-driven approach would show larger gains, it is very likely that with such a large number of Gaussians in the system, the optimal set of prototypes derived for a particular phonetic class is close to the optimal for the entire GMM, and that significant accuracy benefits will only show with a much larger set of classes, which makes the approach unappealing in this context. Nevertheless, since the front-end overhead for 2-block systems is rather small, these small accuracy gains come with
Table 6.4: Error rates for 2-block systems for various numbers of class-based MIC models in the system. Each class is derived by clustering the HMM states using their phonetic labels.

<table>
<thead>
<tr>
<th># parameters</th>
<th># classes</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>1</td>
<td>9.23%</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>9.14%</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>9.10%</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>8.61%</td>
</tr>
<tr>
<td>27</td>
<td>3</td>
<td>8.62%</td>
</tr>
<tr>
<td>27</td>
<td>11</td>
<td>8.48%</td>
</tr>
</tbody>
</table>

an extremely limited computational cost and can be of interest in contexts where the Gaussian computations dominate the front-end processing.
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Conclusion

We presented a low-complexity approximation to full covariance Gaussian mixture models, along with robust maximum likelihood estimation algorithms to compute the parameters of the model. A low-complexity subspace-factored approach extending that model, a class-based model and a variable length model were also introduced. Each class of models were applied to acoustic-modeling for ASR. When used in the context of a GMM/HMM acoustic models, these models lead to a broad range of systems which vastly improve the tradeoff between speed and accuracy of the system.

There are several directions in which this study can be further extended:

- in [3], it is suggested that the mixture could be extended to further include the mean vector in the tying. While the gains one would expect from this development are substantially smaller, it might be an interesting avenue to pursue,

- the complexity of the MIC reestimation algorithm can also be limiting in some applications, and it could be worthwhile looking at other more efficient convex optimization methods to speed up the process. In particular, it would be interesting to compare the complexity of the proposed implementation with the techniques proposed in [79],

- amongst the unanswered questions is also the problem of discriminative training: the most popular discriminative training method for GMM, maximum mutual
information estimation (MMIE) [5, 82] has mostly been studied in the context of diagonal covariances\(^1\). How these techniques generalize to full covariances and further to MIC models is still open,

- another interesting study would be to carefully assess the behavior of the model in situations where the amount of training data is insufficient for a full covariance model to be usable. The parametric compression is expected to reduce significantly the amount of data required to train an accurate model,

- another interesting avenue to explore is to quantify how much the improved modeling can help reducing the number of Gaussians used per state density in ASR. Since it is usually assumed that when using diagonal Gaussians the correlations are modeled by using many Gaussians for each “mode” of the distribution, the explicit modeling of the correlations is expected to reduce the number of Gaussians required,

- it would be interesting to apply these techniques to other problems involving large GMM, outside of the realm of speech. GMM used in image classification, because their covariance structure is by nature of the problem very non-diagonal, seem like prime candidates for this study,

- efficient reestimation formulas for the full transformed SFMIC model of section 4.1.1 are still to be derived. The analogy with semi-tied covariance reestimation should be a good guide in deriving those,

- it would be interesting to extend the progressive scheme to estimate the weights to the prototypes as well, with the expectation that the suboptimality of the algorithms will not impair the accuracy of the resulting model too much. When both the prototypes and the weights are estimated progressively, the complexity of the decomposition can be varied online easily by dynamically setting the number of prototypes used. This can be extremely useful to trade accuracy

---

\(^1\)See [72, Chapter 3] for an overview of MMIE which proposes a novel algorithm which significantly improves on [82]
against speed in applications which are bound to CPU with highly variable loads,

- the basis expansion which is central to the MIC model is reminiscent of many other data analysis methods which project the data onto appropriately discriminative subspaces to measure distances between data points and perform clustering, classification, principal component analysis, etc. The use of the MIC expansion framework for analyzing covariances might be very instructive as well: when prototypes are shared across Gaussians – i.e. when the projection basis is consistent across them – the weight vector $\Lambda_i$ is a compact representation of the covariance which can be the basis of a distance measure between covariances, for example Euclidian: $\|\Lambda_i - \Lambda_j\|^2$. What meaning and what uses the topology induced by such metric over the space of covariances can have is still to be explored.
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